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The relative magnitude and relative frequency of reinforcement for two concurrent interre-
sponse times (1.5 to 2.5 sec and 3.5 to 4.5 sec) were simultaneously varied in an experiment in
which pigeons obtained grain by pecking on a single key. Visual discriminative stimuli ac-
companied the two time intervals in which reinforcements were arranged by a one-minute
variable-interval schedule. The resulting interresponse times of each of three pigeons fell into
two groups; "short" (1.0 to 2.5 sec) and "long" (3.0 to 4.5 sec). Steady-state relative frequencies
of these interresponse times were orderly functions of both reinforcement variables. The com-
bined effects of both independent variables were well summarized by a linear function of one
variable, relative access to food. Unlike corresponding two-key concurrent variable-interval
schedules, the present schedule did not produce an equality between the relative frequency
of an operant and either the relative magnitude or the relative frequency of reinforcement of
that operant. A tentative account is provided for this difference between one-key and two-key
functions.

A basic problem in the experimental anal-
ysis of behavior is to determine the functions
relating relative frequencies of concurrent op-
erants to the relative magnitudes and relative
frequencies of reinforcement for those oper-
ants. Here the problem was attacked with an
experiment using variable-interval reinforce-
ment and pigeons. Two different approaches
to the solution of the problem correspond to
the nature of the concurrent operants. First,
an operant may be defined as a peck on one of
several keys. Second, an operant may be de-
fined as one of several classes of interresponse
times (IRTs) between successive pecks on a
single key. The first approach has been
remarkably successful; it has led to the dis-
covery that the function in question is a
matching function. That is, in concurrent var-
iable-interval schedules of reinforcement, the
relative frequency of pecks on one of two or
three keys approximately equals the relative
frequency, or relative magnitude, of reinforce-
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ment for pecks on that key (Herrnstein, 1961;
Catania, 1963; Reynolds, 1963; Neuringer,
1967).
The second approach, that in which an op-

erant is a class of IRTs, has been less success-
ful. Anger (1954) asked if the relative frequen-
cies of occurrence of the different IRTs in a
variable-interval schedule depended on the
corresponding relative frequencies of rein-
forcement. To answer this question he devised
a "synthetic" variable-interval schedule; a con-
current schedule of reinforcement for different
IRTs. His results suggested that this depen-
dency may exist sometimes but also that some-
times it may seem too small to account for the
development of normal variable-interval be-
havior. Specifically, Anger showed that a de-
crease in reinforcement frequency for one
band of IRTs decreased the frequency of oc-
currence of responses terminating in that
band, but that a corresponding increase in re-
inforcement frequency for another band had
no effect. Thus, it is not clear how much the
relative frequencies of IRTs depend on the
relative frequencies of reinforcement for them.
But in any case, this dependency is not the
same as the matching function in two-key con-
current variable-interval schedules. Before
now this second approach has not been used
with reinforcement magnitude, although Hen-
dry (1962) has shown in a different context
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that differential reinforcement magnitude can
affect an IRT distribution.

In the present study, IRTs were selected as
the concurrent operants to receive different
relative frequencies and relative magnitudes
of reinforcement. The present schedule was
similar to Anger's synthetic variable-interval
schedule, but the interpretation of the results
was made easier by removing the effects of in-
duction and by using only two classes of rein-
forced IRTs. Since the number of concurrent
operants was two, the present one-key data
could be compared with the two-key data de-
scribed above.

METHOD

Subjects
Three male White Carneaux pigeons were

maintained at 80% of their free-feeding body
weights. The birds had served previously in an
experiment on the differential reinforcement
of short IRTs (Shimp, 1967).

Apparatus
Interresponse times were recorded with a

Foringer Multiple Class Time Analyzer
stepped by an electronic timer. A Lehigh Val-
ley Electronics pigeon key, operated by a min-
imal force of 22 g, was mounted in a standard
experimental space.

Procedure
Stimuli. Three different stimuli could ap-

pear on the translucent response key, depend-
ing on the time since the preceding response.
Specifically, the key was dark with a white,
vertical bar (SI) when at least 1.5 sec but not
more than 2.5 sec had elapsed since the preced-
ing response. The key was dark with a white,
horizontal bar (S2) between 3.5 and 4.5 sec
after a response. The key appeared yellow at
all other times. The purpose of the visual
stimuli was to reduce the frequency of re-
sponses outside either reinforced band. The
sequence of visual stimuli appears in Fig. 1.
It was thought that visual feedback might help
to stabilize response topography and to reduce
the frequency of very short IRTs. Thus, a
peck at a yellow key darkened the key for ap-
proximately 0.20 sec, and, of course, a peck at
either SI or S2 produced a yellow key. The key
was dark during reinforcement and then, start-
ing from the end of each reinforcement, the

stimuli were presented as if a response had
just occurred, that is, as shown in Fig. 1.

NShort I RTs 'LongTN IRTs

YELLOW I YELLOW 2 YELLOW

1 2 3 4 5 6 7 8 9 10 11 (oo)

TIME SINCE PREVIOUS RESPONSE
(0.5 SEC BANDS)

Fig. 1. Temporal sequence of visual stimuli on the
response key. A response reset the sequence to the be-
ginning of band 1. Reinforcements were available only
in the presence of S1 or S2.

Reinforcing contingencies. The variable-in-
terval schedule of reinforcement used here was
one for which the "reinforcements per oppor-
tunity" (Catania and Reynolds, 1968) were
approximately constant at 0.1 every 8 sec, ex-
cept at long times after reinforcement. The
average interreinforcement interval was 1.0
min. When a reinforcement was assigned by
the punched tape, it stopped until the rein-
forcement was delivered. If a reinforcement
became available for a peck in, for example,
SI, then pecks in S2 went unreinforced until
the reinforcement of a peck in S, enabled the
tape to move again. Only responses terminat-
ing IRTs in S, or S2 were reinforced. In sum-
mary, after a reinforcement became available,
it was delivered for a response in the presence
of either SI or S2, it was never simultaneously
available for both stimuli at once, and it had
to be collected before the next assignment
could be made. The two reinforcing events
followed a random sequence. The relative fre-
quency of reinforcement for responses in S,
equals the number of reinforcements for re-
sponses in S, divided by the sum of the num-
ber of reinforcements for responses in S, plus
the number of reinforcements for responses in
S.. This relative frequency will be denoted by
ir. It equals the relative time rate of reinforce-
ment for responses in S,. As a consequence of
the present method of scheduling reinforce-
ments, the obtained relative frequency of re-
inforcement equalled the scheduled relative
frequency, so long as a bird responded at least
occasionally to both stimuli. That is, the rela-
tive frequency of reinforcement was controlled
mainly by the experimenter: within broad
limits, a bird's behavior did not affect it.
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In addition to different reinforcement fre-
quencies, the experiment employed different
reinforcement magnitudes. Responses in Si
and S2 could be reinforced with different
feeder durations. The relative feeder duration
for responses in SI equals the feeder duration
for responses in Si divided by the sum of the
feeder duration for responses in SI plus the
feeder duration for responses in S2. This rela-
tive duration will be denoted by F.

Recording. Each response terminating an

IRT was recorded in one of 11 bands of IRTs.
The bandwidth was 0.5 sec for all but the
eleventh band, which includes all IRTs longer
than 5 sec. A response terminating a latency
after reinforcement was not recorded. Also,
every response occurring before the tenth rein-
forcement was discarded to avoid recording
warm-up effects.

Training and experimental conditions. The
experimental conditions listed in Table 1 were

preceded by six weeks of preliminary training,
during which the bandwidth was selected and
the birds learned to respond mostly in the
presence of Si or S2. Experimental sessions
lasted 1 hr and were conducted an average of
six days a week. Bird 3 ceased to respond more

than a few dozen times per session during the
fifth experimental condition. Instead of reject-
ing the bird, the experimenter made various
attempts to reinstate responding. The success-

ful attempt consisted of replacing the usual
reinforcement food (wheat, kafir, vetch) with

home-cage food (corn, milo maize, kafir, Aus-
trian peas). Thus, while Birds 1 and 2 contin-
ued to receive the usual reinforcement food,
Bird 3, beginning with the eighth experimen-
tal condition, received only home cage food.
Once Bird 3 began to respond again, it be-
haved the same as before it stopped respond-
ing.

RESULTS

Table 2 gives for each bird the frequencies,
summed over the last two days of each condi-
tion, of the IRTs in each of the 11 recorded
bands. As can be seen from Fig. 2, which shows
some representative IRT distributions, the dis-
tributions are bimodal, with each mode near

one of the two bands of reinforced IRTs. The
figure suggests that the pecking behavior of a

bird may be summarized by the relative fre-
quencies of two groups of IRTs; aside from
band 1, the only bands with non-negligible
frequencies form two distinct groups: 3, 4, 5
and 7, 8, 9. These two groups will be denoted
for the sake of brevity by "short" and "long".
Responses in band 1, i.e., responses terminat-
ing IRTs less than 0.5 sec, are omitted from
the discussion below because they apparently
enter into different functional relationships
with reinforcement and other stimulus vari-
ables (Blough, 1963, 1966). Observe in Fig. 2
that the relative frequencies of responses in
the unreinforced bands 3 and 7 are typically

Table 1

Sequence of Experimental Conditions

Feeder Times
(Time for Short Relative Freq. Relative
IRT, Time for Relative Feeder of Reinforce- Access to

Condition Long IRT Duration for ment for Short Food for No. of
No. in Seconds) Short IRT (F) IRT (rr) Short IRT Days

1 (1.5,3.0) 0.33 0.50 0.33 15
2 (1.5,6.0) 0.20 0.50 0.20 15
3 (1.5, 1.5) 0.50 0.50 0.50 13
4 (6.0,1.5) 0.80 0.50 0.80 20
5 (6.0, 1.5) 0.80 0.20 0.50 16
6 (1.5, 1.5) 0.50 0.20 0.20 13*
7 (1.5,6.0) 0.20 0.50 0.20 25*
8 (3.0,3.0) 0.50 0.50 0.50 14
9 (3.0, 3.0) 0.50 0.85 0.85 10
10 (3.0,3.0) 0.50 0.70 0.70 12
1 1 (3.0,3.0) 0.50 0.20 0.20 10
12 (1.5,6.0) 0.20 0.20 0.06 10
13 (3.0,3.0) 0.50 0.50 0.50 11

*Data not available for Bird 3.
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Table 2

Frequencies of IRTs' over Last Two Days of Each Condition for Each of Three Birds

Experimental Conditions
1 2 3 4 5 6 7 8 9 10 11 12 13

BiRD 1
1 1853 1482 1563 1876 1678 858 1122 1537 1522 1282 520 1573 1782
2 18 6 22 20 14 8 42 2 14 12 4 21 18
3 229 120 130 123 36 30 113 19 69 41 17 100 149
4 821 644 850 1163 928 274 379 726 818 654 160 348 596
5 130 70 81 211 178 81 83 179 165 247 45 131 245
6 26 20 15 31 15 21 52 18 10 10 2 17 24
7 139 174 89 16 12 74 206 52 52 44 44 163 113
8 451 400 322 247 424 267 181 465 338 233 206 639 527
9 21 18 25 20 33 39 13 58 31 23 33 113 91
10 2 0 3 3 3 1 1 4 3 0 0 6 1
11 5 14 8 24 23 51 20 13 20 15 7 26 8

BIRD 2
1 2038 1980 1826 2749 2769 1332 1712 2225 2908 2809 2145 1564 2238
2 13 15 3 22 25 11 10 13 29 5 3 3 1
3 329 304 183 270 473 74 159 198 407 112 77 18 122
4 756 700 709 1482 1133 363 609 968 1427 1511 704 401 945
5 160 145 236 140 128 94 93 93 144 145 134 135 168
6 17 7 8 11 14 13 17 16 8 22 23 30 17
7 187 59 117 55 173 206 167 85 45 28 87 56 46
8 338 534 331 189 352 296 442 465 179 282 603 563 474
9 117 115 79 68 70 147 72 69 24 79 169 115 75
10 5 5 8 1 3 2 2 3 2 3 3 6 3
11 40 48 40 12 10 51 12 11 21 24 31 16 14

BiRD 3
1 1979 2166 1817 2016 462 555 3214 2811 2449 1766 2426
2 25 98 36 39 2 7 53 55 59 44 34
3 296 625 501 649 6 119 1114 1122 528 419 667
4 627 693 809 810 37 175 1331 1143 730 296 953
5 169 108 120 186 51 41 185 226 125 50 183
6 29 37 14 13 4 8 29 21 13 5 5
7 419 264 163 81 13 55 45 70 329 473 265
8 264 199 118 116 90 60 38 58 306 363 243
9 63 49 22 31 108 17 14 20 82 45 26
10 7 4 0 2 10 18 1 0 9 0 2
11 34 26 2 34 140 36 21 16 51 18 16

'Row 1 for each bird gives total response frequencies, while the other rows give IRT frequencies in 0.5-sec
bands, except for row 11, which gives the frequencies of all IRTs longer than 5.0 sec.

less than, and never much greater than, those following a reinforced band was extremely
of responses in the two corresponding groups low, reflecting the tendency of a bird to peck
of reinforced bands; i.e., in 4, 5 and 8, 9, re- near the shorter boundary of a reinforced in-
spectively. This relationship is different from terval. Apparently then, the stimuli in the
that in a recent experiment in which non-dis- present experiment significantly reduced the
criminated IRTs were differentially reinforced frequency of responses preceding reinforced
(Shimp, 1967). In the earlier experiment, the intervals and tended to concentrate the re-
relative frequency of responses in a band just sponses in the latter two intervals. Since this
before a reinforced band was, for reinforced concentration was far from perfect, however,
IRTs about equal to those here, usually much it seems most reasonable in the following anal-
greater than in the reinforced band. In both ysis to view an IRT distribution as being com-
the earlier and the present experiment, the posed of the bands with non-negligible fre-
relative frequency of responses in a band just quencies of responses that are controlled by
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_ CONDITION 9
o--.o CONDITION 11

BIRD I

1522 Responses, condition 9
520 Responses, condition II

BIRD 2

2908 Responses, condition 9
2145 Responses, condition 11

BIRD 3

3214 Responses, condition 9
2449 Responses, condition II

9 11 1 3 5 7 9 11 1 3 5 7 9

.10

INTERRESPONSE TIMES (5 SEC. BANDS)
Fig. 2. Representative IRT distributions. The distributions have two distinct, non-overlapping sub-distributions

over bands 3, 4, 5, and 7, 8, 9.

external stimuli and by reinforcing contingen-
cies. In short, from Fig. 2 and from the above
discussion, it follows that IRTs terminated by
responses in bands 3, 4, or 5 may be viewed
as instances of one operant, and those termi-
nated by responses in bands 7, 8, or 9 as in-
stances of a second operant. The dependent
variable in this experiment is the frequency of
key pecks in bands 3, 4, or 5, divided by the
sum of the frequencies of key pecks in bands
3, 4, 5, 7, 8, or 9. For brevity, this variable will
be denoted by R. The numerical values re-

ported here for R are ratios of the frequencies
over the last two days of each experimental
condition.
The experiment provided two separate sets

of functions. Figure 3 shows the first set, which
gives R as a function of F, with X equal to 0.2
and 0.5, in the left and right panels respec-

tively. The value of R increased when the rel-
ative rnagnitude of reinforcement for a short
IRT was increased. For Birds 1 and 2, the
functions for T= 0.5 are roughtly similar in
shape to those for XT = 0.2. The missing data
point (see Procedure) prevented a similar as-

sessment for Bird 3. The value of R for this
bird was lower in the first experimental condi-
tion than the values for either Bird 1 or Bird
2. But the value of R for Bird 3 then in-
creased dramatically (apparently due to a con-

siderable increase in responses in band 3) and

thereafter was consistently greater than the
values for either of the other birds. This shift
in R can be seen as the atypically low value
for Bird 3 at F = 0.33 in the right-hand panel
of Fig. 3. The two most important conclusions
from Fig. 3 are, then, that reinforcement mag-

nitude controlled R but that when was

equal to 0.5, R did not even approximately
equal F.

Figure 4 shows the second set of functions.
They reveal that R increased when the rela-
tive frequency of reinforcement for a short
IRT was increased. The three curves are

roughly linear, with the single exception of
the curve for Bird 1 at Ir= 0.85, and have
about the same shape. The different y-inter-
cepts show that Bird 3, when compared to
Bird 1 and Bird 2, had a pronounced response

bias in favor of short IRTs. Of course, Bird 3's
bias is also observable in Fig. 3. The most im-
portant conclusion to be drawn from Fig. 4 is
that reinforcement frequency controlled R but
that R did not even approximately equal 7r.
Whenever more than one experimental con-

dition gave the same value for the indepen-
dent variable (i.e., for F or ir), the data from
these conditions were averaged. Figures 3 and
4 show the averages. Comparisons among vari-
ous conditions suggest that the averages do not
distort the impression gained from plotting
individual conditions. For example, two con-

F T
.50 .85
.50 .20

t .50'
z

W .40

W .30.,30

ki .20-

.10-

I 3 5

529



CHARLES P. SHIMP
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RELATIVE FEEDER TIME FOR SHORT IRT (F)
Fig. 3. The relative frequency of a short IRT (shortened to R in the text) as a function of the relative feeder

time for that IRT time (F). The relative frequency of reinforcement of this IRT is 0.2 and 0.5 in the left and
right panels, respectively. Steady-state values of R systematically increased as F increased.
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were replicated to observe the im- condition 7, were 0.585 and 0.590 for Bird 1,
ce of the ordering of experimental and 0.619 and 0.558 for Bird 2. The values of
ions. Conditions 7 and 13 replicated R in condition 8 and its replication, condition
ions 2 and 8, respectively. Complete data 13, were 0.616 and 0.575 for Bird 1, 0.670 and
,nly one of these pairs of conditions were 0.675 for Bird 2, and 0.717 and 0.771 for Bird
ed from Bird 3, as explained above. The 3. The average of the five differences is only
of R in condition 2 and its replication, 0.033. Therefore the ordering of conditions

had little importance, or in other words, the
II_' I ~experimental procedures generated recover-

,o' ..o able behavior.
/ .-* A possible complication for an analysis in

__.~ ... . >terms of F, as in Fig. 3, is that different pairs
of absolute feeder times, while giving the
same value of F, may produce different behav-

F:/f~0.5 ior. In particular, one might expect that, e.g.,F0-.5 the pair (3.0 sec, 3.0 sec) of feeder times in
conditions 8 and 13 would generate higher

BiRD I * values of R than the pair (1.5 sec, 1.5 sec) in
BIRD 2 *..... condition 3 because a bird in condition 8 or
BIRD 3 .-- 13 received twice as much food in a session as

it did in condition 3. Nevertheless, Table 3
shows that doubling the amount of food avail-a a able, if it had any effect at all, actually re-.2 .4 .6 .8 1.0 duced R. The present experiment does not, of

RELATIVE FREQ. OF REINFORCEMENT course, answer unequivocally whether or not
FOR SHORT IRT (rT) all pairs of feeder times with the same ratio F

The relative frequency of a short IRT (R) as control the same behavior. However, the pres-
ion of the relative frequency of reinforcement ent data do suggest that if there is an effect of
IRT (ir). The relative feeder time of this IRT ata do suges tt if theri ane e
teady-state values of R systematically increased absolute feeder times, it is small over the range
creased. of values studied here.
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CONCURRENT REINFORCEMENT OF TWO IRTs

Table 3

The probability of a short IRT as a function of pairs of feeder times having equal F values
but different absolute durations.

F=0.5,rr=0.5 F=0.5,rr=0.2

feeder times (ser): (1.5, 1.5) (3.0,3.0) (1.5,1.5) (3.0,3.0)
Condition 3 Condition 8 Condition 13 Condition 6 Condition 11

Bird 1 0.709 0.616 0.575 0.503 0.440
Bird 2 0.682 0.670 0.675 0.450 0.516
Bird 3 0.825 0.717 0.771 0.659

Figure 5 shows how the relative frequency
of the short IRT varied as a function of the
relative access to food. The way this latter
variable was computed is illustrated by the fol-
lowing example. In condition 12, where ir was
0.20, about 20 in 100 reinforcements were for
short IRTs. (Since the reinforcement schedule
was random this number actually would have
fluctuated to some small extent.) Reinforce-
mnents were 1.5-sec long for short IRTs and
6.0-sec long for long IRTs. Thus, in 100 rein-
forcements, the feeder would have been pre-
sented about 20 x 1.5 sec = 30 sec for short
IRTs and 80 x 6.0 sec = 480 sec for long
IRTs. The relative access to food, for the short

IRT, would then be 30sc 0.06.
30 sec + 480 sec

This number is only a rough estimate of the
relative amount of food consumed because it
ignores time spent by the bird in getting to the
feeder. Figure 5 shows the least-squares best-
fitting straight line and the resulting standard
error of estimate for each bird. The data
plotted in the lower right-hand panel are from
all the individual bird-by-condition combina-
tions: the meaning of the dashed line in this
panel is explained in the Discussion. Figure 5
suggests that the way in which relative fre-
quency of reinforcement and relative magni-
tude of reinforcement combine to control be-
havior is fairly well summarized by a linear
function of relative access to food. In fact, the
data points appear better described by linear
functions than those in Fig. 3, which shows
one of the two functions that combine to form
relative access to food. Perhaps the most syste-
matic deviation from linearity in Fig. 5 results
from a too-low relative frequency of the short
IRT when the relative access to food for that
IRT was 0.06. This deviation is not surpris-
ing, since presumably R decreases rapidly to

zero when the relative access to food closely
approaches zero.
The results may be summarized as follows.

The slopes of the functions relating R, the rel-
ative frequency of the short IRT, to relative
reinforcement frequency and relative rein-
forcement magnitude are greater than zero but
less than one. That is, an increase of a given
magnitude in either relative reinforcement
frequency or relative reinforcement magni-
tude for an IRT produced an increase of
smaller magnitude in the relative frequency
of that IRT. A linear function of relative ac-
cess to food may describe how the effects of
reinforcement frequency and reinforcement
magnitude combine.

DISCUSSION
The principal topics to be discussed are: (1)

the relationships between the experiments on
reinforcement magnitude which have gener-
ated either no effect or a matching effect, and
on the other hand, the present experiment,
which generated an intermediate effect, and
(2) the analogous relationships among experi-
ments on reinforcement frequency.

If it is accepted that different classes of
IRTs may be treated as different operants (see,
e.g., Catania, 1966), then the present results
are in accord with the explanation given by
Neuringer (1967) for why some experiments
on reinforcement magnitude have shown no
effect and others have shown a pronounced ef-
fect. According to this explanation, since dif-
ferent IRTs received different reinforcement
magnitudes in the present experiment, rein-
forcement magnitude determined their rela-
tive frequencies. That some dependence
should have been observed is therefore clear,
but the observed degree of dependence does
not follow from this explanation. Thus, it re-
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RELATIVE ACCESS TO FOOD
Fig. 5. The relative frequency of the short IRT (R) as a function of the relative access to food for the short

IRT. Three panels show averaged data for individual birds, and the bottom right panel shows all bird-by-con-
dition combinations. The least-squares best-fitting straight lines provide good descriptions of the data, and suggest
that the way relative frequency and relative magnitude of reinforcement combine may be described by a linear
function of relative access to food. The dashed line in the bottom right panel is derived partly from earlier two-
key data (see Discussion) and gives an adequate first-order description of the averaged data.

mains to explain the difference between
matching in the two-key experiments by Ca-
tania andI Neuringer and the smaller depen-
dence observed here.
One provisional explanation of this differ-

ence would describe both matching and the
present results, for any given pair of ir and F,
as only two possible points on a continuum.
Consider that pecks on different keys may be
said to consume roughly the same lengths of
time; however, different IRTs by their very

nature consume different lengths of time. The
dlifference between the matching obtained in
two-key procedures and the data obtained in
the present one-key experiment may reflect
these differences between temporal properties
of the two different classes of concurrent oper-
ants. Specifically, the present data suggest that
operants that are more time-consuming (e.g.,
longer IRTs) require greater payoffs to be
preferred as much as short ones. For exam-

ple, the left panel in Fig. 3 shows that when
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CONCURRENT REINFORCEMENT OF TWO IRTs

the relative feeder durations for short and
long IRTs were equal, a relative frequency of
reinforcement of only 0.2 for the short IRT
was enough to determine almost equal re-
sponding across the two IRT classes. Or, con-
versely, the relative frequency of reinforce-
ment for the long IRT needed to be as high
as 0.8 to make it as attractive as the short IRT.
Similarly, the right-hand panel of Fig. 3 shows
that when the relative frequencies of rein-
forcement were equal, no relative feeder dura-
tion use(l here was small enough for the short
IRT to reduce its relative frequency of occur-
rence to 0.5. It is reasonable to expect that if,
with the present procedure, the short IRT
class were made even shorter, while the long
IRT class remained constant, the obtained
functions corresponding to those in Fig. 3 and
4 would show an even greater preference for
the short IRT. Whether such functions would
(liffer from those obtained here in terms of
slope, elevation, shape, or any other feature is
to be determined only by further research. But
it is likely to be found that, for a given pair
of values for gr and F, the relative frequency
of an operant will depend in addition on its
temporal length in comparison with that for
the other operant(s). Other things being equal,
the shorter operant will be chosen more often.
In the case of equally long concurrent IRTs
we might expect to find the matching obtained
by Catania, who used concurrent pecks on dif-
ferent keys.

It is possible, although as explained below,
not likely, that a procedural difference be-
tween the present one-key experiment and
Catania's and Herrnstein's two-key experi-
ments weakens the analogies drawn in this
paper between these one- and two-key experi-
ments. Customarily, a bird partly controls rel-
ative frequency of reinforcement in two-key
concurrent variable-interval schedules; the
separate variable-interval tapes run indepen-
dently so that a bird conceivably could collect
its reinforcements only from a single key. It is
possible that this independence makes a differ-
ence in the resulting behavior. If so, the analo-
gies drawn in the present paper between the
present experiment and two-key experiments
may be somewhat weakened. However, it is
known that a two-key procedure similar to a
concurrent variable-interval schedule gener-
ates matching, as does a concurrent variable-
interval schedule, when the relative frequency

of reinforcement is controlled by the experi-
menter as in the present study (Shimp, 1966).
Thus, it seems that in concurrent schedules,
such as the present one, whether a bird does
or does not partly control the relative fre-
quency of reinforcement of an alternative ap-
pears not to affect the relative frequency of
occurrence of that alternative. Since this da-
tum is the only one under consideration here,
the analogies given appear valid.
The controlling relations for reinforcement

frequency presumably are much like those
briefly outlined above for reinforcement mag-
nitude. That is, reinforcement frequency may
be expected to control behavior if different
operants are reinforced at different rates. Fur-
thermore, the extent of this control will de-
pend on the different lengths of time required
to emit the different operants. Again, there are
the two traditionally different cases corre-
sponding to operants defined as pecks on dif-
ferent keys or as different IRTs.

Anger's synthetic variable-interval schedule
has provided most of the direct evidence con-
cerning the effects of relative frequencies of
reinforcement on relative frequencies of IRTs.
As noted above, his data (Anger, 1954) re-
vealed that the relative reinforcement fre-
quency of an IRT could change the relative
frequency of that IRT, but his data also ap-
peared rather complicated. That is, the rela-
tive frequency of a short IRT (0 sec to 4 sec)
went down when its reinforcement frequency
was reduced. However, the relative frequency
of a long IRT (8 sec to 12 sec, or 12 sec to 16
sec) (lid not always go up. Certainly its fre-
quency never increased as much as the fre-
quency of the short IRT decreased, when its
reinforcement frequency was increased by an
amount precisely equal to the reduction in the
reinforcement frequency for the short IRT.
The present schedule is a special case of An-
ger's schedule. That is, the relative frequencies
of reinforcement for the different IRTs in the
present variable-interval schedule were pre-
cisely controlled, independently of a bird's be-
havior, as they were in Anger's schedule; but
here, there were just two classes of reinforced
IRTs. Since these classes were non-adjacent
and were associated with discriminative stim-
uli, the present schedule avoided complexities
such as induction among different classes of
reinforced IRTs. The present experiment ex-
tends Anger's findings by revealing that the
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relative frequency of an IRT may be a linear
function of the relative reinforcement fre-
quency of that IRT. The complication (liscov-
ered by Anger and discussed above was impos-
sible in the present experiment because when
there are only two reinforced IRT classes, a
decrease in one relative frequency must equal
the resulting increase in the other.
While the present schedule is a special case

of a synthetic variable-interval schedule,
simultaneously it is a concurrent variable-in-
terval schedule of reinforcement of two differ-
ent operants. Therefore, the present results
may be compared with the two-key results ob-
tained by Herrnstein (1961). The difference
between the control by relative reinforcement
frequency here and the matching in Herrn-
stein's experiment may be likened to the cor-
responding difference between the control by
relative reinforcement magnitude here and
the matching in Catania's experiment. There-
fore the discussion above need not be repeated
in detail. Suffice it to say that the dependency
of the relative frequency of one among several
concurrent operants on the lengths of time re-
quired to emit the various operants may be the
same in the case of reinforcement frequency
as described above for reinforcement magni-
tude.

If, as suggested, one-key and two-key concur-
rent variable-interval schedules produce dif-
ferent functions partly because of differences
in lengths of operants, then perhaps the func-
tions could be made more similar by somehow
taking these lengths into account. One way to
do this is suggested by an experiment per-
formed by Chung and Herrnstein (1967) on
delay of reinforcement in concurrent variable-
interval schedules. They found that the rela-
tive frequency of responses on a key approxi-
mately equalled the relative immediacy of
reinforcement on that key, when roughly equal
amounts of food were.obtained on both keys.
Delay of reinforcement, like operant length,
is a temporal variable, and it is conceivable
that these two variables have similar effects.
The simplest assumption would be that their
effects are actually equal; that is, that the
length of an IRT is interpretable as a delay
of reinforcement of precisely that length. (For
a discussion of this assumption, and of some of
its implications, see Shimp, in press.) This as-
sumption predicts in the present experiment,
when the relative access to food is equal for

each IRT, that the relative frequency of the
short IRT will approximately equal the "rela-
tive immediacy of reinforcement" for the short
IRT. If the lengths of the two IRTs are de-
scribed by their midpoints, this latter variable
here equals 1 - 2/(2 + 4) = 0.667 (see Chung
ancl Herrnstein, 1967). This value is indeed
approximately equalled by the obtained value
of 0.699, the average of the 11 data points in
the lower right-hand panel in Fig. 5, for rela-
tive access to food equal to 0.5. While a pre-
(licted value for this single point is easily
obtained by analogy with the two-key experi-
ment by Chung and Herrnstein, the predicted
slope of the entire function is not so readily
deducible: how delay, frequency, and magni-
tude of reinforcement combine in two-key con-
current schedules is a question not yet an-
swered. One possible generalization of the
matching rule to experiments where magni-
tude and frequency of reinforcement are
simultaneously varied is that the slope of the
linear function of relative access to food, such
as of the one in Fig. 5, will approximately
equal the relative immediacy of reinforce-
ment. In the present case this function would
then have a slope of 0.667, and would pass
through the points (0.5, 0.667) and (1, 1). The
resulting function here appears as the dashed
line in Fig. 5 (the presumably more complex
nonlinear portion near the origin is omitted).
The predicted function gives a moderately
good description of the data; the fit is about
on a par with that of the matching function
itself in some cases (see e.g., Herrnstein, 1964).
But several aspects of the curve are clearly in
error. First, like the matching function, it ne-
glects individual differences. Second, the pre-
dicted slope is too high and the predicted y-
intercept is too low. Nevertheless, the average
lifference between obtained and predicted
curves is only 0.043. Therefore, the predicted
curve, and the combination rule from which
it is derived, is a useful summary of the more
prominent tendencies in the data.
The present data are inadequate to distin-

guish the rule suggested above from another
quite different yet equally possible rule. The
linear function may pass through the match-
ing point, i.e., the point (0.5, 0.67) in the ex-
ample above, and through the point (1, 1).
The slope would then equal the relative im-
mediacy of the short interresponse time only if
the latter equalled 0.67, as in the present ex-
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periment. Clearly, more data are needed from
both one-key and two-key experiments to es-
tablish a general combination rule.
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