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Six pigeons were trained on concurrent variable-interval schedules. Two different rein-
forcer durations were arranged on the left key, and which of these was delivered was deter-
mined probabilistically. A single reinforcer duration was arranged on the right key. In
Parts 1 and 3 of the experiment, the probability of the left-key reinforcer durations (1 and
7 seconds in Part 1; 3 and 10 seconds in Part 3) was varied from 0 to 1, keeping the sched-
ules constant and the right-key reinforcer at 3 seconds. Response allocation to the left key
fell as the probability of the shorter left-key reinforcer duration was increased. In Part 2,
one left-key reinforcer duration was 3 seconds and the other was varied from 0 to 10 sec-
onds, while again the schedules and right-key reinforcer duration (3 seconds) were kept
constant. Left-key response allocation increased as the varied reinforcer duration on the
left key increased. An extension of the generalized matching law failed to provide a good
description of response allocation in these procedures. In Part 4, the left- and right-key
reinforcer durations were 3 seconds and the variable-interval schedules were varied. Re-
sponse allocation was well described by the generalized matching law. Part 5 arranged
equal variable-interval schedules on the left and right keys, 3-second reinforcers on the
right key, and the left-key reinforcer durations were varied from 1 to 10 seconds. The rela-
tionship between the log response and reinforcer-duration ratios was nonlinear. The effects
of varying reinforcer durations in concurrent schedules cannot be described using the gen-
eralized matching law with constant parameters. It is suggested more generally that this
quantitative relation may not describe performance either when reinforcing situations
differ in duration (e.g., with delayed reinforcers) or when response requirements differ in
duration.
Key words: concurrent schedules, variable-interval schedules, reinforcer rate, reinforcer

duration, generalized matching, sensitivity, key peck, pigeons

The sensitivity of behavior ratios to rein-
forcer-rate ratios has been the subject of a
great deal of research (Baum, 1979; Taylor &
Davison, 1983; Wearden & Burgess, 1982). In
contrast, much less research has been reported
that assessed sensitivity to reinforcer duration
or amount ratios. Initially, Catania (1963)
reported that performance on concurrent
variable-interval (VI) schedules matched or

Part of the work reported here was done by Ian
Hogsden toward the requirements of the degree of
Master of Science at Auckland University. We thank
the New Zealand University Grants Committee for
equipment grants to Michael Davison; we also thank
the staff and students who helped run this experi-
ment. In addition, we are grateful to Jack McDowell
for suggesting Equation 3, and to Peter Killeen for
making available to us the BASIC program for multi-
dimensional nonlinear regression. Reprints may be ob-
tained from Michael Davison, Department of Psychol-
ogy, University of Auckland, Private Bag, Auckland,
New Zealand.

equaled arranged reinforcer-duration ratios.
Thus, if BL and BR are behavior measures and
AL and AR are amount or duration measures:

BL_ AL
BR AR

(1)

Catania varied the arranged durations of rein-
forcers and measured B as response rates. The
relationship he found was confirmed by
Brownstein (1971), who measured B as time
allocation with no explicit response being re-
quired to obtain reinforcers.
Todorov (1973) used a procedure in which

three pairs of concurrent VI VI schedules, dif-
fering in both reinforcer rates and durations,
were arranged in each schedule, and he re-
ported that both response- and time-allocation
measures were less sensitive to reinforcer-dura-
tion ratios than to reinforcer-frequency ratios.
He analyzed his data using the concatenated
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generalizing matching law (Baum, 1974; Baum
& Rachlin, 1969):

BL _ NL\ afAL\bB= Cj-L) ( (2)

where N refers to the frequency of a reinforcer,
c is the bias constant, and a and b are sensi-
tivities to reinforcer-rate and duration ratios,
respectively. Using arranged reinforcer dura-
tions and obtained reinforcer frequencies,
Todorov reported that a averaged 0.9 (range
0.5 to 1.2) for response measures and 0.5 (range
0.3 to 0.6) for time allocation, and that b
averaged 0.27 (range 0.2 to 0.4) for response
allocation and 0.17 (range 0.1 to 0.3) for time
allocation. This result thus failed to support
the results of Catania (1963) and of Brown-
stein (1971) and is also inconsistent with the
usual finding that time allocation is more
sensitive to reinforcer frequency than is re-
sponse allocation (Baum, 1979; Taylor & Davi-
son, 1983; Wearden & Burgess, 1982). However,
the results reported by Todorov were repli-
cated by Schneider (1973) for response mea-
sures. Schneider varied both reinforcer rates
and amounts (number of pellets delivered
to pigeons) and reported that a = 0.6 and
b 0.34 in Equation 2. Both Todorov's and
Schneider's results are consistent with results
reported earlier by Fantino, Squires, Delbruck,
and Peterson (1972), who also found that be-
havior allocation was less sensitive to rein-
forcer-duration than to reinforcer-rate varia-
tions.
These consistent results were, however, ques-

tioned by Keller and Gollub (1977). In their
first experiment, they varied both reinforcer
durations and rates. From their data, a can be
calculated at 0.47 (range 0.25 to 0.59), and b
as 0.61 (range 0.23 to 0.87). The value of a
was certainly lower than that usually found
for reinforcer rate (range 0.5 to 1.5, Baum,
1979), and the value of b was larger than the
value of a. These results agree with those of
Schneider and Todorov only in that strong
undermatching (a or b < 1) was obtained. In
Keller and Gollub's second experiment, they
exposed each pigeon to only two conditions-
first, equal reinforcer rates and magnitudes,
and second, unequal reinforcer rates and/or
magnitudes. Response ratios equaled the prod-
ucts of the rate and amount ratios, implying
that a = b = 1. They argued that exposing pi-

geons to sequences of reinforcer-rate and dura-
tion ratios might decrease the sensitivity of
response allocation to both independent vari-
ables. However, two points must be taken into
account in this experiment. First, although
the composite (across birds) sensitivity in Ex-
periment 2 was 0.98, the standard deviation of
this measure was high (0.3), giving a large
range of possible real values. Second, arith-
metic VI schedules were used in Experiment 1,
and constant-probability schedules were used
in Experiment 2. It is now known (Taylor &
Davison, 1983) that the latter usually give
greater sensitivities to at least reinforcer-fre-
quency ratios.
Taken together, the research discussed above

supports the form of Equation 2 that was first
proposed by Baum and Rachlin (1969). In it,
behavior ratios equal the product sum of
power functions of the ratios of the controlling
independent variables. This product-sum rule
also has received support in the analysis of the
joint effects of reinforcer frequencies and re-
sponse forces (Hunter & Davison, 1982). If the
product-sum rule is correct, what does it pre-
dict for the case in which one concurrent-
schedule component provides two different
reinforcer durations? If, for example, the left
key of a concurrent VI VI schedule provided
different-duration reinforcers (ALI, AL2) dif-
ferent numbers of times per session (NLI, NL2),
while the right key produced a single rein-
forcer duration (AR) at the rate of NR times per
session, what extension of the generalized
matching law might describe the resulting pref-
erence? If, as some previous research has sug-
gested, both a and b in Equation 2 were 1.0,
the extension is straightforward:

BL NL1AL1 +NL2AL2)
--=CV NRAR J

However, if generalized, rather than strict,
matching occurs to both reinforcer frequen-
cies and durations, the correct form of the ex-
tension is much more difficult to construct logi-
cally. One possibility is:

BL
= (NL1 + NL2)a * (PAL1 + qAL2)b

BR NRGARb (3)

The variable p is the relative frequency of
AL, reinforcers, and q is the complement of p.
Any equation that is a candidate for describing
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behavior allocation in concurrent mixed- ver-
sus fixed-reinforcer-duration schedules must
reduce to Equation 2 when the mixed rein-
forcer durations are identical (ALI = AL2).
Equation 3 does reduce to Equation 2 for
equal left-key durations, but it provides un-
likely predictions when, say, AL2 is reduced to
0 s. Under these conditions, Equation 3 pre-
dicts that behavior allocation is sensitive to
the frequency of the 0-s reinforcers.
An equation which does have the required

properties is:

BL
= C (NLlALl4 + NL2AL2d)a 4

BR NRARad *

Equation 4 reduces to generalized matching
to the ratio of reinforcer frequencies (with a
sensitivity a) when all reinforcer durations are
equal, and to generalized matching to the ratio
of reinforcer durations (with a sensitivity ad)
when the numbers of reinforcers on the two
keys are equal. The dual sensitivity for rein-
forcer duration is not a problem as in previous
research that varied reinforcer durations as
the combined sensitivity would simply be esti-
mated as b.

In the first three parts of the experiment
reported here, two "states" on the left key were
defined, and these (which were not under dis-
criminative control) generally terminated in
different reinforcer durations. In Parts 1 and 3,
the probabilities of the states (and reinforcer
durations) on the left key were varied. In Part
2 the probability of the left-key states was
kept constant, and the reinforcer durations
in one left-key state were varied. Parts 1 and 3
were thus equivalent to varying the reinforcer
schedules for the two reinforcer durations on
the left key, whereas Part 2 kept these sched-
ules constant and varied the relative left-key
reinforcer durations. Because of difficulties in
interpreting the results of Parts 1 to 3, Part 4
varied reinforcer rates on the left and right
keys with constant and equal reinforcer dura-
tions, and Part 5 varied left- and right-key
reinforcer durations with constant and equal
reinforcer rates.

METHOD

Subjects
Six homing pigeons, numbered 21 to 26,

were maintained at 85% + 15 g of their free-

feeding body weights. The birds had extensive
experience on concurrent schedules with rein-
forcer-rate variations prior to this experiment.

Apparatus
The sound-attenuating chamber, in which

noise was masked by an exhaust fan, was situ-
ated remote from solid-state control equip-
ment. The chamber was 35 cm high, 30 cm
wide, and 35 cm deep and contained two re-
sponse keys 2 cm in diameter, 11 cm apart, and
25 cm from the grid floor. A food hopper, con-
taining wheat, was situated centrally between
the keys and 10 cm from the floor. During rein-
forcer delivery, the hopper was raised, the
grain was illuminated, and the keylights were
extinguished (there was no houselight). Pecks
on lighted keys exceeding about 0.1 N were
counted and were followed by feedback clicks.

Procedure
Experimental sessions were conducted seven

days per week. They commenced in blackout
and terminated in blackout after a fixed num-
ber of reinforcers (Appendix 1) had been de-
livered or after 45 min had elapsed, whichever
came first. Each experimental condition was in
effect until a stability criterion was satisfied
five, not necessarily consecutive, times by all
birds. The criterion was that the median pro-
portion of responses on the two keys over five
sessions did not differ from the median propor-
tion from the preceding five sessions by more
than 0.05.
During the experimental sessions (except

during reinforcer delivery) both keys were
white, and pecks on the keys were reinforced
according to concurrent VI VI schedules (Ta-
ble 1). Each schedule comprised an irregular
sequence of the first 12 intervals of an arith-
metic progression in which the smallest inter-
val was one twelfth the average interval. Pairs
of schedules were arranged nonindependently
(Stubbs & Pliskoff, 1969), such that when a
reinforcer was arranged by one schedule, the
timers for both schedules stopped until that
reinforcer was collected. A changeover delay
(Herrnstein, 1961) of 3-s duration was also
arranged. This ensured that responses could
not produce a reinforcer, even though one was
arranged by a schedule, until 3 s had elapsed
since the subject first responded on that key
after responding on the other key.
The schedule on the right key was a stan-
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dard VI schedule throughout all parts of this
experiment. The schedule on the left key was
somewhat unusual. Two states were defined
within the left-key VI schedule, and these were
chosen by interrogating a probability gate after
each left-key reinforcer was obtained. These
states were not in any way discriminatively
signaled to the subject. In many of the ex-
perimental conditions, the two left-key states
were correlated with different reinforcer dura-
tions (but always with the same reinforcer
schedule). For example, in Condition 8 (Table
1), left-state 1 had a probability of 0.5 and
ended in a 1-s duration reinforcer. The al-
ternative state (left-state 2) ended in a 7-s
reinforcer. Thus, with a left-key schedule of
VI 120 s, left-key 1-s reinforcers were delivered
on VI 240 s, and left-key 7-s reinforcers were
also delivered on VI 240 s. Changing the prob-
ability of left-state 1 changed the relative prob-
ability of the two left-key reinforcers. It should
be clear that standard concurrent VI VI sched-
ules were arranged if the probability of left-
state 1 was either 0 or 1, or if the two left-key
reinforcers were the same duration.

In Part 1 of this experiment, the reinforcer
duration on the right key was 3 s and, with
the exception of Conditions 1 and 9 in which
3-s reinforcers were arranged in both left-key
states, the left-key reinforcer durations were
1 and 7 s. The probability of occurrence of the
left-key states was varied from 0 to 1 in Condi-
tions 2 to 8 (Table 1). When the probability
of left-state 1 was 0, the schedules were con-
current VI 120 s (7-s reinforcer) VI 120 s (3-s
reinforcer). When the probability was 1, the
schedules were concurrent VI 120 s (1 s) VI
120 s (3 s).
In Part 2, the probability of left-state 1 was

always 0.5, and the reinforcer durations in left-
key state 2 were varied from 0 (no reinforcer
delivered, although a response was required
when the VI schedule arranged a reinforcer)
to 10 s. The schedules were concurrent VI 60 s
(left) VI 120 s (right), and the right-key rein-
forcer duration was 3 s. Part 3 replicated the
procedure of Part 1, again using concurrent
VI 120-s VI 120-s schedules but with left-key
reinforcer durations of 3 and 10 s. The riglt-
key reinforcer duration was again 3 s.

Parts 4 and 5 were control conditions. Rein-
forcer durations of 3 s were arranged on both
left and right keys in Part 4, and the VI
schedules on the left and right keys were varied

Table 1
Sequence of experimental conditions, VI schedule and
reinforcer duration values, and numbers of sessions
training in each experimental condition in Parts 1 to 5.
The probability value given in parentheses shows how
the experimental condition was actually arranged.

Reinforcer durations(s) Probability

Condi- Left Right left state Ses-
tion State 1 State 2 1 sions

Part 1: Conc VI 120 s VI 120 s
1 3 3 3 .5 24
2 1 1 3 1(.5) 23
3 7 7 3 0(.5) 39
4 1 7 3 .1 31
5 1 7 3 .7 21
6 1 7 3 .3 28
7 1 7 3 .9 22
8 1 7 3 .5 35
9 3 3 3 .5 23

Part 2: Conc VI 60 s (left) VI 120 s (right)
10 3 3 3 .5 23
11 3 5 3 .5 18
12 3 7 3 .5 19
13 3 1 3 .5 21
14 3 2 3 .5 31
15 3 0 3 .5 20
16 3 10 3 .5 28

Part 3: Conc VI 120 s VI 120 s
17 3 3 3 1(0) 25
18 10 10 3 0(1) 24
19 3 10 3 .7 15
20 3 10 3 .3 19
21 3 10 3 .5 20
22 3 10 3 .1 27
23 3 10 3 .9 22

Part 4: Variation of reinforcer-rate ratio with 3-s
reinforcers (probability of left-state I = .5)

Left key Right key
Condition VI schedule VI schedule Sessions

24 120 120 30
25 60 240 31
26 240 60 28
27 45 360 32
28 360 45 28
29 60 60 36

Part 5: Variation of reinforcer duration. Conc VI 120s
VI 120 s (probability of left-state I = .5)

Left key Right key
Condition duration duration Sessions

30 3 3 29
31 1 3 27
32 10 3 38
33 5 3 29
34 7 3 24

over six experimental conditions. (In practice,
the same programming arrangement was used
in Parts 4 and 5 as was used in Parts 1 to 3.
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The left-key reinforcer durations were equal,
and the probability of their occurrence was set
at 0.5). In Part 5, concurrent VI 120-s VI
120-s schedules were arranged, the reinforcer
duration on the right key was 3 s, and the rein-
forcer duration on the left key was varied from
1 to 10 s over six experimental conditions.
(Again, in practice, the left-key reinforcer dura-
tions were equal, and they were selected with
a probability of .5).

In each condition of the experiment, the
numbers of responses on the two keys, the
time spent responding on the two keys, mea-
sured from the first response on one key to
the first response on the other, and the num-
bers of reinforcers obtained on the left key
in states 1 and 2 and on the right key were
collected. As the subjects had extensive experi-
ence on concurrent schedules, they were placed
directly on Condition 1 (Table 1).

RESULTS AND DISCUSSION

The data from all five parts of this experi-
ment, averaged over the last five (except for
one condition) sessions of each experimental
condition, are shown in Appendix 1. For Parts
4 and 5, reinforcer numbers are shown in both
left-state 1 and left-state 2 because these con-
ditions were programmed in the same way
as Parts 1 to 3 (probability of left-state 1 =
.5), but with equal-duration reinforcers and
schedules in both left-key states. Although
both time-allocation and response-allocation
data are given in the Appendix, only response
data have been used in the detailed analyses.
Time-allocation data followed response-allo-
cation data closely and thus do not warrant a
separate analysis. The time data are reported
so that they are available for subsequent
reanalyses.
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Fig. 1. Results from Part 1. Relative left-key responses (left-key responses divided by total responses) emitted as a

function of the probability of delivery of a 1-s reinforcer (vs. a 7-s reinforcer) on the left key. The schedules were

concurrent VI 120 s VI 120 s, and the right-key reinforcer duration was 3 s. In Conditions 1 and 9, 3-s reinforcers
were delivered on both keys. The data were pooled over the last five sessions of each experimental condition.
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Part 1 of this experiment had VI 120-s
schedules on both keys and varied the proba-
bility of 1- and 7-s reinforcers on the left key
in Conditions 2 to 8. Condition 1 was a simple
concurrent VI 120-s VI 120-s schedule with
3-s reinforcers, and Condition 9 replicated this
baseline condition. Figure 1 shows the relative
frequency of left-key responses (number of left-
key responses divided by total responses) as the
probability of I-s reinforcers on the left key
was increased from 0 to 1. Figure 1 also shows
the baseline data from Conditions 1 and 9.
This replication was satisfactory for all except
Birds 24 and 25, for which the Condition 9
data moved in opposite directions, but in both
cases the Condition 9 data were closer to the
expected (no-bias) data value of .5. We thus
put little faith in the Condition 1 data for
Birds 24 and 25.
As the probability of left-state 1 (l-s) rein-

forcers was increased relative to left-state 2
(7-s) reinforcers, we would expect a decrease in
relative response allocation. This decrease can
easily be seen in Figure 1, and it was confirmed
by a nonparametric trend test (Ferguson, 1965)

at p < .05 (IS = 106, N = 6, k = 7, z = 6.4).
Individually, the data points for all birds fell,
two of them (Birds 23 and 24) without re-
versal. At p = 0 (left-key 7-s vs. right-key 3-s
reinforcers), the mean relative response fre-
quency was 0.54, and at p = 1 (left 1-s vs. right
3-s reinforcers), it averaged 0.24. It is evident
from the data of Conditions 1 and 9 that all
subjects were biased to the right key (though
Bird 24 did show a left-key bias in Condition
1). Averaged over all birds, the relative re-
sponse allocation was 0.40 (log c = -0.18) in
Condition 1 and 0.39 (log c = -0.19) in Condi-
tion 9. The reason for this bias is unknown.

It is appropriate to deal with Part 3 of this
experiment at this point. Part 3 was a sys-
tematic replication of Part 1 with 3- and 10-s
reinforcers on the left key. The relative re-
sponse-allocation data are shown in Figure 2
for all birds. Again, this measure decreased as
the probability of left-state 1 (3-s reinforcers)
was increased. The decrease was significant at
p < .05 (ES = 56, N = 6, k = 7, z = 3.4), but
it is much less evident to the eye than the de-
crease in Figure 1. The Condition 17 repli-
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Fig. 2. Results from Part 3. Relative left-key responses (left-key responses divided by total responses) emitted
as a function of the probability of delivery of a 3-s reinforcer (vs. a 10-s reinforcer) on the left key. The sched-
ules were concurrent VI 120 s VI 120 s, and the right-key reinforcer duration was 3 s. In Conditions 1 and 9, 3-s
reinforcers were delivered on both keys. The data were averaged over the last five sessions of each experimental
condition except in Condition 17 (see Appendix).
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cation of Conditions 1 and 9 (Figure 2) was
not particularly good (mean relative response
frequency 0.46, log c = -0.07), the relative-
response frequencies being too large (toward
the left key) for Birds 22, 23, and 25. Perhaps
bias had been affected by exposure to longer
reinforcer durations or to varying reinforcer
durations (Essock 8c Reese, 1974) on the left
key. When all left-key reinforcers were 10 s
(Condition 18), the average relative response
allocation was 0.57.
In Part 2, a VI 120-s (3-s reinforcer) schedule

was arranged on the right key, the probability
of left-state 1 was 0.5, and the reinforcer in
left-state 1 was 3 s. The reinforcer schedule on
the left key was VI 60 s. Over seven conditions,
the reinforcer duration in left-state 2 was
varied. Figure 5 shows the relative response
allocation for each bird. An increasing trend
was expected from Equation 4 as the left-state

EINFORCER DURATIONS 175

2 reinforcer duration was increased, and a
generally increasing trend, with many rever-
sals, can be seen. On a nonparametric trend
test, this increase was significant at p < .05
(IS = 66, N = 6, k = 7, z = 4), but only Birds
21, 24, and 25 showed an individually signifi-
cant increase. In Condition 15, concurrent VI
120-s (3-s reinforcer) schedules were effectively
arranged, and relative response allocation was
0.5 overall (log c = 0), though three of the six
birds continued to show a right-key bias.
The mean data for each subject from each of

the first 23 experimental conditions (as shown
in Appendix 1) were then fitted to Equation 4.
This was accomplished by means of a random-
leap multidimensional nonlinear curve-fitting
routine using the logarithmic transform of
Equation 4. The estimated values of a, b, and
log c, and the proportion of the data variance
accounted for, are shown in Table 2. Although
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Fig. 3. Results from Part 2. Relative left-key responses (left-key responses divided by total responses) emitted
as a function of the reinforcer duration in left-key State 2. The reinforcer in left-key State 1 was 3 s, and the prob-
ability of left-key State 1 was .5. The schedules were concurrent VI 60 s (left) VI 120 s (right), and the right-key
reinforcer duration was 3 s. Data were averaged over the last five sessions of each experimental condition.
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Table 2
The values of the parameters of Equation 4 estimated
by nonlinear regression from the 23 conditions com-
prising Parts 1 to 4. Mean data from each experimental
condition were used. The value of b in Equation 2 is ad.
VAC is the proportion of the data variance accounted
for by the fit.

Bird a d log c VAC

21 .06 6.14 -.33 .25
22 .45 .98 -.01 .23
23 .54 .85 -.25 .38
24 1.27 .37 -.24 .30
25 .83 .58 .02 .37
26 .57 .34 -.01 .27
Mean .58 .62 -.08 .37

most parameter estimates appear to fall in the
expected range, the fits were uniformly poor,

with a maximum of only 38% of the data
variance accounted for.
The basis for the poor fits of the model to

the data from Parts 1, 2, and 3 of this experi-
ment could be simply the relatively small data
variance obtained over Conditions 1 to 23
(Figures 1, 2, and 3). On the other hand, the
model (Equation 4) could be incorrect. One
way of choosing between these alternative ex-

planations is to obtain precise estimates of
both a and d in Equation 4 from standard con-

current VI VI schedule manipulations, and to
use these estimates to predict performance in
Parts 1 to 3. If the data did not deviate syste-
matically from such predictions, the problem
in fitting Equation 4 to the data from Parts 1

to 3 could be that of too much error variance
in combination with too little systematic vari-
ance. (Note that the Equation 4 model cannot
fit the data of Parts 1 to 3 better than the fits
shown in Table 2. The model might, however,
successfully describe data obtained using much
larger reinforcer-duration differences on the
left key.)

Parts 4 and 5 of the experiment were con-

ducted to obtain direct estimates of a and d.
Part 4 consisted of a standard variation of left
and right reinforcer rates on concurrent VI VI
schedules. These conditions (24 to 29) were ar-

ranged by giving 3-s reinforcers in both left-key
states and on the right key and by setting the
left-state 1 probability gate at 0.5. The Part 4
data should be describable by Equation 2 with
the reinforcer-duration ratio set at 1. Thus,
least squares linear regressions were carried
out on the logarithmically transformed data
(Baum, 1974) to obtain estimates of a and c.

Figure 4 shows the obtained Part 4 data for
each bird, with the obtained linear equations
and the standard deviations of the parameter
estimates. The fits of the straight lines to the
data were excellent, as evidenced by the small
standard deviations of the slopes and inter-
cepts, and by an average mean-square error of
0.015. The values of a averaged 0.87 (range 0.72
to 1.05), well within the usual range for concur-
rent arithmetic VI schedules (Taylor & Davi-
son, 1983). The average value of bias (log c)
was -0.08, and the overall bias was toward
the same key as shown in the analyses of Con-
ditions 1, 9, 15, and 17. Similar analyses of
time-allocation data gave an average a value
of 0.98 (range 0.8 to 1.12) and individual a
values for time allocation were greater than
those for response allocation for all birds
(Baum, 1979; Taylor & Davison, 1983). Time-
allocation fits were also good (average MSE -=
0.017), and the average time-allocation bias was
-0.03. Part 4 thus showed absolutely standard
concurrent VI VI schedule performance.

In Part 5 (Conditions 30 to 34), the left- and
right-key schedules were both VI 120 s, the
right-key reinforcer duration was 3 s, and the
left-key reinforcer duration was varied from 1
to 10 s. Figure 5 shows log response ratios as
a function of log (arranged) reinforcer-dura-
tion ratios. However, no equations of fitted
lines are shown, for the data obviously were
not linear. Rather, each subject (except per-
haps, Bird 24) showed a positively accelerated
increase in log response ratio with increasing
log duration ratio. At the left of each graph is
Condition 31 (1-s vs. 3-s reinforcers), and to the
right is Condition 32 (10-s vs. 3-s reinforcers).
The data from Condition 34 (7-s vs. 3-s rein-
forcers), or possibly Condition 33 (5-s vs. 3-s
reinforcers), generally did not fall on the
overall trend. We offer no explanation for this
and cannot rule it out as a real effect. Another
single-condition estimate of bias was obtained
from Condition 30 (3-s reinforcers on the left
and right keys), which gave a mean value of
log c of -0.13. Time-allocation data from Part
5 showed a pattern similar to that of the re-
sponse-allocation data. Overall, the data from
Part 5 show rather clearly that a constant b
value in Equation 2, and thus in Equation 4,
cannot explain the relative behavior change
produced by varying reinforcer durations on
one key of a concurrent VI VI schedule.

It could be suggested that the present re-
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Fig. 5. Results from Part 5. The logarithm of the

ratio of left-to-right key responses as a function of the
logarithm of the ratio of left-to-right key reinforcer
durations arranged. The schedules were concurrent VI
120 s VI 120 s. The data shown are from each of the
last five sessions of each experimental condition.

sults, and those of Part 5 particularly, might
be understood better in terms of the amounts
the animals ate, rather than in terms of the
durations of availability of food. Epstein
(1981), using a food magazine very similar in
design to that used here, showed that the
amount eaten by pigeons was a negatively
accelerated function of reinforcer duration.
Epstein's result, however, implies the exact
opposite of the results shown in Figure 5. The
function to the left of the x-axis zero point
should increase in slope with increasing (nega-
tive) distance from zero, and the function to

the right of zero should decrease in slope with
I increasing distance from zero. The effect or

£ value of reinforcer durations thus may not be
3 1 linearly related to either arranged durations

* or to times spent eating.

GENERAL DISCUSSION
This experiment was designed to provide

data that would allow an already-accepted
model (the concatenated generalized matching
law; Baum, 1979; Hunter & Davison, 1982) to
be extended to a procedure in which mixed
reinforcer durations were delivered on concur-
rent VI VI schedules. The model proposed for
this extension, Equation 4, appeared to have
all the properties that were needed. A gen-
eralized form of Equation 4 (i.e., with ex-
ponents) was used because of previous reports
that such a form was necessary with both rein-
forcer rate (Baum, 1979) and reinforcer dura-
tion or amount (Schneider, 1973; Todorov,
1973). The generalized version also adds the
bias parameter, c, in Equation 2. A second in-
tegral part of Equation 4 is the rule by which
different reinforcer durations for the same
response are combined. This aspect of the
equation was determined by the requirement
that the equation reduces to Equation 2 when
either the two reinforcer durations were the
same or when one was 0 s in duration. There
were thus strong empirical and logical reasons
for using Equation 4. However, Equation 4
did not accurately describe the data obtained
from the first 23 experimental conditions.

Parts 4 and 5 took the two components of
Equation 4 (reinforcer-rate ratios and rein-
forcer duration) and assessed their contribu-
tions separately. The data from Part 4 (Figure
4) for reinforcer-rate variation with 3-s rein-
forcers showed absolutely standard concurrent
VI VI performance (Taylor & Davison, 1983).
Averaged across birds, a was 0.87. The prob-
lems in Parts 1 to 3 did not arise from abnor-
mal a values or from any unusual relationship
between response ratio and reinforcer-fre-
quency ratios for these subjects.

Part 5 kept the reinforcer schedules con-
stant and varied the reinforcer duration on
one key. The data (Figure 5) showed that
the resulting performance could not be de-
scribed by a constant b value; b was some
function of the varied left-key reinforcer-dura-
tion values, and it appeared to increase (to
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give more extreme response ratios) as the
varied value increased. This result, then, is
consistent with the conclusion of Essock and
Reese (1974) that longer reinforcer durations
are weighted more heavily than shorter dura-
tions. Both of these results disagree with the
suggestion by Staddon and Innis (1966) that
variable reinforcer durations are arithmetically
averaged.
How may the data from Part 5 be modeled?

The model that appears most satisfactory as-
sumes that the value of a reinforcer, V, is an
exponential function of reinforcer duration:

BL= (Exp(aAL)\
BR Exp(aAR)I

where a is a constant. This model accounted
for 91%, of the group-data variance from Part
5, with a = 0.25. For the individual subjects,
the variance accounted for ranged from 80%
to 92%, and the a values ranged from 0.23 to
0.3. The relatively high percentages of vari-
ance accounted for, and the consistency of the
a values, are suggestive. But when this model
is extended to take frequencies of outcomes
into account:

BL _ [NLlExp(aALl) + NL2Exp(aAL2)]a
BR NRGExp(CAR)

it fits no better than the Equation 4 fits shown
in Table 2. Thus, not only is the relationship
between log response ratios and log reinforcer-
duration ratios nonlinear for equal reinforcer
frequencies, but there may be some further
interaction between reinforcer frequency and
duration not addressed in the above Equation
or in Equation 4.
Why has the nonlinearity between log re-

sponse ratios and log reinforcer-duration ra-
tios not previously been reported? Largely, it
seems, because reinforcer durations have not
been extensively manipulated before. Catania
(1963) reported only three data points for
three birds, and Brownstein (1971) reported
three or four data points for three birds. Any
inconstancy in b would be difficult to discover
in such data. Also, both these authors used a
constant sum of reinforcer durations between
the keys (Catania, 9 s, and Brownstein, 6 s),
which may have some bearing on the con-
stancy of b. A variable sum was used here and
by Schneider (1973) and Todorov (1973).
Schneider did not report a sufficient number

of reinforcer-amount ratios at constant rein-
forcer-rate ratios to permit an analysis like
that done here. Todorov reported six different
reinforcer-duration ratios, but these comprised
three sets of inverse pairs (e.g., 2 vs. 4 s and 4
vs. 2 s). The obtained data are thus three data
points and their inverses, and thus are not
useful for demonstrating inconstancy in b.
The concatenated generalized matching law

(Equation 2), with its implication of constant
a, b, and c parameter values, appears inap-
plicable to variation in reinforcer duration.
This finding limits the generality of the con-
catenated generalized matching law, which has
also been shown not to apply with a constant
power to delay of reinforcement (Williams &
Fantino, 1978), and hence to concurrent-chain
terminal links to reinforcement (Davison,
1983; Duncan 8c Fantino, 1970). The delayed
reinforcer or terminal-link schedule results are
qualitatively similar to the results reported
here. Taking these two results together, it may
be the case that constant-sensitivity general-
ized matching does not occur when reinforcing
conditions differ in temporal extent between
two alternatives. This suggestion may also
apply to the concatenation of response-related
independent variables in the generalized
matching law. Hunter and Davison (1982)
varied response requirements by varying the
force with which keys had to be pecked. A
constant force-ratio exponent was demon-
strated over many absolute force levels and
force ratios, and this variation did not affect
sensitivity (a) to reinforcer-frequency ratios.
But Beautrais and Davison (1977) varied re-
sponse requirements by varying the fixed-ratio
(FR) components of second-order VI(FR:S)
schedules and found that sensitivity to rein-
forcer-frequency ratios was consistently affected
by changes in the FR values on the two keys.
Thus response-requirement and reinforcer-fre-
quency sensitivities were not independent. The
difference between the two experimental pro-
cedures for varying response requirements is
that the former does not produce different re-
sponse-time requirements, but the latter does.
The generalized matching law and related

formulations may thus be severely limited in
their ability to describe behavior, especially
when behavioral or reinforcing events differ
in duration. This latter possibility, supported
by the present data, suggests that applications
of the generalized matching law to, for in-
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stance, data on commitment and self-control
(Green & Snyderman, 1980) will fail, for nei-
ther reinforcer delay nor duration ratios will,
in general, have a constant exponent. It is
unclear whether an extension of the general-
ized matching law (e.g., Davison, 1982, 1983)
can accommodate the apparent parameter in-
consistencies, or whether a more radical ap-
proach is required. But it is clear that a quan-
titative law of effect (de Villiers, 1977) must
describe findings such as those obtained here.
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APPENDIX

Numbers of responses emitted, time (min) spent responding, and the number of reinforcers
obtained averaged over the last five sessions of each condition. Because of a data loss, the
data from Condition 17 are averaged over only two or three sessions. L/Sl and L/S2 refer
to the two left-key states.

Condi- Responses Time Reinforcers

tion Left Right Left Right L/SI L/S2 Right

Condi- Responses Time Reinforcers
tion Left Right Left Right L/S] L/S2 Right

Bird 21
1 1224 1918 10.9 23.9 9.2 9.8 19.0 16 2259 1039 13.1 6.8 10.0 10.8 12.2
2 875 2126 10.9 25.1 8.2 9.8 19.2 17 2023 1624 14.4 15.4 0.0 17.4 16.8
3 818 1172 12.8 18.7 7.4 9.8 17.8 18 2566 1579 15.7 11.3 16.6 0.0 16.6
4 984 1278 13.9 18.8 14.4 2.2 18.6 19 2452 1777 15.3 12.4 6.3 11.5 16.3
5 681 1949 10.1 24.0 4.6 11.4 19.0 20 2291 1586 14.7 12.4 12.2 5.4 16.4
6 854 1508 12.5 19.7 11.4 5.8 18.2 21 2567 1544 15.9 11.2 8.0 9.8 16.2
7 584 2551 8.6 26.9 1.6 15.0 18.4 22 2665 1271 17.8 9.3 15.4 1.8 16.8
8 891 1909 11.4 21.6 9.2 8.4 17.4 23 2182 1856 14.2 15.4 2.2 15.2 16.6
9 790 1782 11.3 21.8 8.6 8.8 17.6 24 1785 1885 12.1 16.7 8.2 9.0 16.8
10 734 1001 10.6 11.7 11.6 11.4 12.0 25 2909 751 18.9 4.9 14.6 13.8 5.6
11 646 1304 10.5 10.4 12.0 10.4 12.2 26 674 1960 5.0 19.7 3.2 2.8 28.0
12 792 1043 10.8 11.1 12.2 10.6 12.0 27 2023 725 13.6 5.3 14.8 14.2 5.0
13 696 1328 9.5 13.3 12.0 10.8 11.4 28 421 1775 2.6 16.7 1.8 3.0 29.2
14 572 1548 9.3 13.8 11.6 11.0 11.6 29 1037 1045 7.3 8.7 9.2 7.8 17.0
15 534 1879 8.6 13.9 12.0 10.6 11.2 30 1285 1520 15.1 20.3 10.2 7.2 18.6
16 1002 1181 12.8 9.0 11.2 11.0 12.4 31 1763 2409 12.6 21.0 10.2 7.8 18.0
17 1028 2139 14.5 17.0 0.0 17.2 17.8 32 2765 421 21.1 3.5 7.0 8.0 15.0
18 1206 1379 16.2 13.1 16.0 0.0 17.2 33 2067 1509 15.6 11.1 8.4 7.2 14.4
19 1321 1498 16.7 13.9 3.3 13.0 17.7 34 1571 1249 17.3 11.1 6.4 8.6 15.0
20 1344 1261 16.9 13.6 11.2 5.0 17.8
21 1231 1377 16.8 14.0 8.2 8.0 17.8 B 37 x 1.41r2d 19

2
22 1565 1399 16.6 12.8 14.8 1.6 17.6 1 651 106 8.7 326. 8.8 10.2 196.23 1274 1758 15.6 16.3 1.2 15.0 17.8 9254427 5.0 32.4 9.0 72. 16.4
24 1376 1627 15.7 16.5 9.8 6.4 17.8 3 1025 1497 17.7 17. 18.6 19.0 17.825 1318 835 16.3 8.1 11.4 14.4 8.2 4 1802 1249 17.7 17.0 1.0 11.6 17.8
26 478 1828 5.3 19.4 3.8 2.4 27.8 5 827 1864 1 6. 624.8 6 0 1.6 17.4
27 1319 339 16.6 3.3 14.8 15.2 4.0 69 799 148 16.6 19.0 12.8 4.6 17.6
28 275 1402 3.0 16.3 1.8 2.2 30.0 7 901 1278 13.7 24.7 2.8 14.0 17.6
29 524 840 6.6 10.2 8.4 8.8 16.8

9 1013 1275 12.7 23.7 7.4 1.0 17.6
30 1139 1594 14.4 17.4 6.4 12.2 17.4 9 1023 1037 12.1 13.2 17.8 9.6 17.6
31 1065 1885 13.6 19.2 9.6 8.6 17.8 10 792 1279 1701.4 11.2 11.6 12.6
33 1296 938 15.5 10.9 7.0 7.4 15.4 12 724 944 15.2 7.5 10.4 12.4 11.8
34 1101 982 16.1 10.7 7.4 7.81.4. 13 520 821 14.4 9.1 11.4 11.2 11.434 2511 291 16.1 10.7 1.4 11.8 11.2 14 685 769 13.0 9.0 11.4 11.4 11.6

Bird 22 15 642 965 12.8 9.9 9.8 12.4 11.4
1 2124 2800 16.6 20.2 10.0 9.0 19.0 16 1076 669 17.7 5.6 11.6 10.8 11.8
2 1127 2952 8.2 29.6 10.8 8.8 18.2 17 1102 1403 17.7 15.2 0.0 16.8 16.8
3 2720 2179 17.2 12.3 8.2 9.4 17.4 18 1258 865 24.7 9.6 16.6 0.0 16.8
4 2293 1636 18.2 11.2 16.4 2.0 16.6 19 719 823 28.3 13.1 3.3 9.7 14.3
5 1969 2277 13.9 17.9 4.8 14.2 16.0 20 801 1012 16.7 17.1 9.6 7.0 17.4
6 2597 2230 15.9 13.8 11.8 6.0 15.2 21 1050 1254 19.6 13.4 8.2 8.2 17.6
7 2080 3001 11.9 19.6 1.4 17.0 16.6 22 1033 1070 18.6 13.2 15.0 2.2 16.8
8 2403 2195 15.1 15.7 8.8 9.4 16.8 23 992 1-140 15.0 17.5 2.2 14.6 17.6
9 1970 2520 13.5 17.9 8.4 9.4 17.2 24 993 1479 16.4 16.7 9.0 7.8 17.2
10 2104 1497 12.4 9.0 13.4 10.6 11.0 25 1014 390 21.0 3.6 12.0 15.0 7.4
1 1 2511 913 14.6 5.5 11.4 11.6 11.2 26 390 1412 5.2 20.0 5.0 2.6 26.4
12 2305 880 15.2 5.3 13.8 10.0 11.0 27 1252 134 20.7 1.0 17.8 14.0 2.2
13 2185 1439 12.3 8.3 11.0 11.6 11.4 28 118 1460 1.6 20.6 1.4 1.0 31.6
14 572 1548 9.3 13.8 11.8 11.0 11.6 29 530 736 9.8 7.4 9.2 8.2 16.6
15 2041 1092 13.1 7.4 11.8 10.8 11.4 30 1123 1374 17.7 15.5 9.2 9.4 17.4
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Condi- Responses Time Reinforcers

tion Left Right Left Right LISI L/S2 Right

31 636 1563 11.5 26.5 6.8 10.2 17.0
32 1252 230 24.4 2.9 8.0 7.0 15.0
33 1186 750 20.0 8.0 6.2 8.2 15.6
34 727 564 21.1 6.8 7.8 6.8 14.2

Bird 24
1 2618 1731 25.5 12.0 9.2 9.2 18.4
2 312 3071 4.1 32.8 7.8 6.6 14.6
3 2053 1260 23.6 10.5 9.4 7.8 17.8
4 1227 1356 18.5 12.3 15.6 2.2 17.2
5 698 1945 13.3 21.7 2.6 15.0 17.0
6 876 1541 14.3 16.0 11.8 5.8 17.4
7 425 2702 8.1 28.2 0.8 16.0 16.2
8 676 1873 12.1 19.7 7.4 10.2 17.4
9 797 1692 13.2 19.1 9.6 8.0 17.4
10 970 614 15.8 8.4 12.6 11.0 11.4
11 1006 634 14.7 7.0 12.4 10.4 11.6
12 739 577 14.5 7.5 12.0 10.6 11.8
13 679 638 13.8 8.9 11.6 11.0 12.0
14 827 665 14.5 8.4 12.0 10.6 11.8
15 885 936 12.1 10.2 11.4 11.4 11.8
16 1299 568 18.1 6.2 11.8 10.2 12.6
17 543 1048 14.1 18.1 0.0 16.8 17.2
18 1185 905 19.9 11.1 16.6 0.0 17.2
19 1431 1021 20.1 9.5 6.0 11.3 16.8
20 1364 965 20.3 10.0 11.8 5.2 17.0
21 1034 965 19.0 10.2 9.4 7.6 17.0
22 855 979 19.5 10.6 15.6 1.4 17.0
23 822 1510 16.2 16.4 2.6 14.8 16.6
24 942 1207 17.8 13.3 9.2 7.8 17.0
25 1431 376 23.7 4.1 12.6 15.2 6.2
26 270 2372 3.6 24.6 2.6 3.4 28.0
27 1394 205 19.4 2.3 15.0 15.8 3.2
28 155 1442 1.7 19.9 2.2 2.2 29.6
29 605 654 8.5 9.0 8.6 8.6 16.8
30 1026 1434 14.4 21.7 7.8 9.4 18.0
31 972 2129 13.0 22.0 7.2 10.8 18.0
32 1464 305 22.6 3.8 7.8 7.2 15.0
33 1584 507 22.6 6.5 7.6 7.8 14.6
34 1743 611 25.6 6.6 6.8 8.0 15.2

Bird 25
1 582 2068 15.5 23.5 8.2 10.6 18.4
2 1082 2552 10.4 27.2 10.8 7.8 18.8
3 2052 866 22.6 11.0 8.4 9.4 17.2
4 1853 1857 17.2 17.0 15.6 1.8 17.6
5 1669 1937 12.4 20.8 4.6 12.6 17.8
6 2915 1508 21.2 12.7 13.2 4.6 17.2
7 2072 2931 13.8 20.2 2.0 15.2 17.8
8 2205 2045 14.0 19.9 8.2 9.2 17.4
9 2142 2661 12.9 21.2 8.2 9.2 17.6
10 1874 1052 16.2 6.0 11.6 11.8 11.6
11 1551 677 16.7 5.2 11.8 11.2 11.6
12 1956 896 17.5 4.6 12.2 11.4 11.2
13 1809 998 16.0 6.0 10.8 12.2 11.0
14 1422 979 14.3 6.6 12.0 11.2 11.4

Condi- Responses Time Reinforcers

tion Left Right Left Right L/SI L/S2 Right

15 1485 877 14.3 8.0 13.6 9.6 11.2
16 1749 586 16.8 5.4 12.8 9.2 12.2
17 2473 1601 21.0 13.0 0.0 17.4 16.8
18 1797 1178 17.3 12.3 17.2 0.0 16.2
19 2398 1209 21.0 11.3 5.5 11.8 16.8
20 1913 895 21.8 10.4 14.0 3.2 16.8
21 2061 1038 22.3 10.6 7.6 10.0 16.4
22 2389 1174 20.3 11.6 15.0 2.0 17.0
23 2214 1288 19.4 13.6 1.6 15.0 17.4
24 1650 1653 15.1 17.6 9.4 8.0 16.6
25 1964 524 19.8 5.1 10.8 16.2 7.0
26 794 1655 6.4 17.7 2.8 4.6 26.6
27 1336 220 17.0 2.2 16.8 12.4 4.8
28 322 2021 3.0 16.5 2.6 2.0 29.4
29 922 768 9.6 7.3 7.6 9.6 16.8
30 1340 1547 17.2 16.2 8.0 10.8 17.2
31 1509 1783 15.8 18.7 7.4 10.8 17.8
32 2088 273 23.8 3.9 7.4 7.6 15.0
33 1490 776 19.8 7.6 7.6 6.8 15.6
34 1411 989 17.7 8.0 8.0 6.8 15.2

Bird 26
1 2309 3168 14.6 21.6 9.8 9.8 18.4
2 1674 3889 10.9 25.9 9.6 9.6 18.8
3 2086 2197 15.6 14.1 9.0 8.4 17.6
4 3310 1823 19.5 9.8 16.6 1.2 17.2
5 2681 2435 17.6 13.6 4.6 13.4 17.0
6 1944 2058 18.1 11.4 12.6 4.6 17.8
7 1971 3360 14.7 18.2 2.0 15.6 17.4
8 2037 2362 18.3 12.3 9.6 8.2 17.2
9 2203 2490 16.6 14.0 8.2 9.4 17.4
10 1726 1569 13.5 8.5 10.2 13.2 11.6
11 1953 1018 15.3 5.6 12.0 10.6 11.6
12 1718 1195 14.4 6.8 10.8 12.4 11.8
13 1545 1420 12.5 8.1 10.6 11.8 11.6
14 2028 1090 14.7 6.3 11.2 11.8 11.6
15 1779 1156 14.3 7.0 12.0 11.0 11.8
16 1542 897 16.4 5.7 11.6 11.0 12.2
17 2273 2093 17.1 13.9 0.0 17.6 16.8
18 1905 1429 20.3 10.2 16.6 0.0 17.0
19 2161 1632 19.5 11.0 5.7 11.0 17.3
20 1345 1441 20.2 12.5 12.0 4.8 17.2
21 1802 1418 20.5 10.2 8.4 8.0 17.6
22 1467 1278 22.3 10.4 15.2 1.6 17.2
23 2415 1632 21.5 11.3 1.8 15.4 16.8
24 2220 1894 18.2 13.8 8.6 8.2 17.2
25 1810 703 18.9 5.9 11.2 16.8 6.0
26 371 2449 2.9 23.3 3.4 2.4 28.2
27 1259 311 18.3 2.3 15.0 15.2 3.8
28 154 1653 1.2 21.2 1.8 1.2 31.0
29 660 950 8.3 8.0 8.8 8.6 16.6
30 1520 2682 12.2 21.1 8.0 9.4 18.6
31 1513 2951 10.3 21.9 10.0 8.0 18.0
32 2027 262 24.4 2.1 7.4 7.6 15.0
33 1999 926 22.4 6.6 8.0 7.4 14.6
34 1838 1196 20.0 8.8 6.2 9.0 14.8


