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Vervet monkeys received food reinforcement contingent on autogrooming. Experiment 1
reinforced grooming on a schedule of increasing intermittency and grooming increased in
frequency and duration; with only pauses reinforced, grooming decreased in frequency
and duration. Experiment 2 demonstrated differentiation of operant autogrooming; in
each session a different single form of grooming was reinforced (for example, grooming the
tail only), and that form increased in frequency while other forms became less frequent. In
Experiment 3 scratching was succesfully conditioned with a method that selectively rein-
forced variety in behavior; reinforcement was contingent on a shift in scratching form. In
Experiment 4, with no contingencies on grooming, a prefood stimulus did not increase
autogrooming whether or not grooming had previously resulted in contingent reinforce-
ment. The form of conditioned autogrooming resembled the form of unconditioned
autogrooming. The discussion suggests how reinforcement principles can account for
changes in the topography of operant behavior.

Key words: operant autogrooming, operant scratching, response differentiation, response
topography, response variety, resurgence, variable-duration schedule, fixed-duration
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In selecting examplars of instrumental or
operant behavior, both Thorndike (1911)
and Skinner (1938) originally chose biologi-
cally neutral responses, with no uncondi-
tional relation to the reinforcer (i.e., re-
sponses that were not elicited by the rein-
forcer). In the words of Thorndike (191 1),
responses should be chosen so that condi-
tioning would proceed without the "helping
hand of instinct" (p. 30). After having condi-
tioned arbitrarily selected responses such as
latch pulling in cats with food, Thorndike
extended the paradigm to more natural pat-
terns of behavior, also with no connection to
the reinforcer; for example, in cats auto-
grooming responses could be conditioned
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with food. Lorge (1936) further demon-
strated that face washing, standing up, beg-
ging, and scratching in rats could be condi-
tioned with food. The view then was that
reinforcement works regardless of the bio-
logical relevance of the reinforcer for the
response and regardless of the specification
of the response (Lorge, 1936).

Yet, not all attempts have been successful
in conditioning autogrooming and other
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naturally occurring activities with no uncon-

ditional relation to the selected reinforcer.
The constraints-on-learning view (Hinde &
Stevenson-Hinde, 1973; Seligman & Hager,
1972) questions whether arbitrarily selected
responses accurately represent the set of all
conditioned behaviors.

Shettleworth (1975, 1978) and Shettle-
worth and Juergensen (1980) systematically
investigated various combinations of re-

sponses and reinforcers. Using golden ham-
sters, the experimenters attempted to condi-
tion behaviors such as open rearing, face
washing, scratching, and scent marking with
different reinforcers such as food, nest
material, or electric stimulation of the lateral
hypothalamus. Open rearing could be con-

ditioned with all reinforcers; face washing
could be conditioned with brain stimulation
and to some extent with food reinforcement;
scent marking could not be conditioned with
any of the reinforcers. So, for a particular
reinforcer, different responses may not con-

dition equally well; for a particular response,

however, the extent of conditioning may de-
pend on the selected reinforcer. Several
other investigators attempted to condition
various grooming forms with food in rodents
and in general found increases in frequency
and duration of some but not all grooming
forms (Annable & Wearden, 1979; Charlton,
1983; Morgan & Nicholas, 1979; Pearce,
Colwill, & Hall, 1978; Peden & Liddell,
1983). Using food as the reinforcer, Konor-
ski (1967) conditioned ear scratching in cats,
and Hogan (1964) conditioned preening in
pigeons; both reported increases in frequency
of the selected behavior.

Research with conditioning of naturally
occurring activities has shown that the con-

ditioned behavior may drift into a form that
does not resemble the initially reinforced
response form (Breland & Breland, 1961;
Konorski, 1967; Lorge, 1936; Shettleworth,
1973, 1978; Thorndike, 1911). In particular,
conditioned grooming and scratching have
apparently shown only remote resemblances
to the unconditioned forms of these activities
in some experiments. The appearance of un-

natural grooming forms, among other find-
ings, has led to suggestions that the law of
reinforcement is seriously constrained in
generality, the constraints-on-learning view
(for a review, see Johnston, 1981). The
underlying tenet is that unless responses and
reinforcers are biologically tied together in
some way, operant conditioning proceeds
only with the greatest difficulty or may even
be impossible. Bolles (1979) summarized the
gist of the constraints view as pertaining to
operant procedures: "apparently, if the re-
quired response is too different from the nor-
mal consummatory response the animal will
not learn it, but will display 'misbehavior' in-
stead" (p. 182).

Earlier researchers, including Thorndike
(1911), however, were more impressed by
finding that contiguity between response
and reinforcement led to conditioning, ir-
respective of the response's "biological
relevance" to the reinforcer, than by finding
that the conditioned form of the response
might not look quite like the unconditioned
form. Thus, Lorge (1936) wrote "any satis-
fier can strengthen connections [responses] it
follows despite lack of relevance or of belong-
ingness to the connection" (p. 128). Konor-
ski (196t) also noted that "transformation of
various UR movements [unconditioned re-
sponses] into type II [operant] conditioned
responses is a routine experimental pro-
cedure" (p. 463). Konorski argued that con-
ditioned responses usually preserved their
forms indefmitely; this testified to the great
"range of flexibility of motor behavior and its
remarkable adaptability" (p. 465).

Because the possibility of conditioning of
grooming with operant techniques is con-
troversial, more research seems desirable.
Some reviews of the constraints literature
have suggested that future research take a
more comparative and ethological approach
and try new experimental procedures (Dom-
jan & Galef, 1983; Fantino & Logan, 1979;
Johnston, 1981). As a small step in that
direction we attempted to condition groom-
ing with food in vervet monkeys, a species
that, to our knowledge, has not been used
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before for this line of research. We also made
a detailed analysis of grooming forms using
modern ethological techniques. As a new ex-

perimental procedure, we tried differential
reinforcement of subclasses to see if groom-
ing has a "necessary structure" (cf. Baer,
1982), or whether such natural behavior has
a structure that can be modified by experi-
menter-generated contingencies of reinforce-
ment.
Grooming in primates serves hygienic and

social functions. Both autogrooming
(grooming directed toward the monkey's
own fur) and allogrooming (grooming
directed toward another monkey's fur) are

functional in removing ectoparasites and in
cleaning wounds. Allogrooming usually
covers body areas, such as the back, that
receive little autogrooming (Hutchins &
Barash, 1976; Struhsaker, 1967), depends
on social context (Rosenblum, Kaufman, &
Stynes, 1966), and has been described as a

form of tactile communication (Boccia,
1983; Weber, 1973). The ethological litera-
ture indicates that grooming behavior in
free-ranging monkeys can be influenced by
its naturally occurring consequences (e.g.,
Seyfarth, 1980).

GENERAL METHODS
Subjects
Two female (Ann and Brit) and two male

(Ras and Janus) adult vervet monkeys (Cer-
copithecus aethiops) participated in the ex-

periments. The monkeys lived in separate
cages in a colony room; they were 23-hr food
deprived and received fruit and vitamins
after sessions. A 12-hr light-dark cycle (on at
6:00 a.m.) ran continuously. Ann and Brit
had no experimental histories. Ras had been
used in a circle-ellipse discrimination experi-
ment with food reinforcement about one

year earlier. Janus had been used in several
experiments on concurrent operant rein-

forcement schedules with food reinforcement
about six years earlier.

Apparatus
In Experiments 1, 2, and 3, the ex-

perimental cage measured 70 x 60 x 50 cm.

Mounted on wheels, the cage also
transported the subject to and from the ex-
perimental room. In the experimental
room,the experimenter removed one wall of
the cage and attached the cage to an ap-
paratus that had a 3 x 5 x 2-cm food cup
mounted 15 cm above the floor. Reinforce-
ment was a one-gram banana-flavored food
pellet accompanied by a 2000-Hz tone. The
apparatus used in Experiment 4 is described
later.

Behavior Recording
To provide a real-time record of each

grooming category, we used observation and
recording techniques common in ethological
studies of naturally occurring behavior (e.g.,
Rosenblum et al., 1966). The experimenter
observed the subjects via a closed-circuit
television system and dictated the observed
patterns of behavior and delivery of food
pellets to a continuously running tape
recorder. The experimenter noted the begin-
ning and end of each grooming episode, the
part of the body groomed, and whether
grooming occurred with hand or foot. Dur-
ing playback of the tape, the experimenter
pressed a button for as long as a given
grooming episode occurred. The button
press activated a pen on an event recorder
and enabled a recycling timer to measure the
behavior duration (in 0.5-s units). Response
probability, the proportion of the session
time spent in a given activity, was calculated
by dividing the cumulated duration of that
behavior by the total session duration.

Behavior Categories
The experimenters recorded and rein-

forced a class of general grooming or specific
behaviors within that class. The general
definition of autogrooming used here is
derived from previous definitions of
Rosenblum et al. (1966) and Goosen and
Ribbens (1980). They recorded grooming in
vervet monkeys as careful picking through
and slow brushing aside of the fur with one
or both hands; material picked out, if any,
such as hairs and skin flakes, may be
transferred into the mouth. In our ex-
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periments, grooming typically covered
manipulation of the fur on legs, arms, or
tail. Occasionally we saw picking of the skin
on the anterior side of one hand by the other
hand. We also occasionally saw mouth-to-
fur contact. The subjects always gazed at the
area groomed except during scratching. We
did not record grooming when subjects
looked away and stopped grooming while
still maintaining contact with fur or skin.
Scratching was included in the general
category of grooming as repeated rhythmical
movements (approximately 3 to 5 per s) of
hands or feet on fur or skin.

Reliability
The experiments had the following pro-

tocol of direct and systematic replication
procedures. In Experiment 1, I. I. trained
Ann and Brit; K. R. trained Ras, directly
replicating the autogrooming data in a
monkey with no history of food-reinforced
grooming. In Experiment 2, G. R. trained
Ann and Brit, systematically replicating
maintained operant grooming with a dif-
ferent procedure. In Experiment 3, I. I.
trained Janus, but the data were cross-
replicated by all investigators. In Experi-
ment 4, I. I. and G. R. alternated in the
training of Ann, Brit, and Janus.

EXPERIMENT 1

This experiment explored the possibility
of operant control of autogrooming. To
establish a baseline of grooming under inter-
mittent food delivery, the subjects first
received food pellets independent of their
behavior. In an attempt to facilitate groom-
ing, we next presented food pellets con-
tingent on any episode of grooming, and
then proceeded to reinforce grooming inter-
mittently. The intermittency of pellet
delivery was gradually increased as the time
spent grooming increased. As an additional
demonstration of operant control with two of
the monkeys, we attempted to suppress
operant grooming by a schedule that dif-
ferentially reinforced pauses in grooming.
With a third monkey we compared facilita-

tion of grooming with facilitation of another
operant, facing the floor of the chamber.

METHOD
Procedure
Ann, Brit, and Ras participated in the ex-

periment. Immediately preceding this exper-
iment, Ann and Brit had been run in a lab-
oratory demonstration of shaping methods.
Grooming was not reinforced in this demon-
stration. To extinguish any previously main-
tained behavior, the monkeys had three ses-
sions with no pellet delivery immediately
prior to the present experiment.

Behaviors recorded. This experiment rein-
forced the general class of grooming as
outlined under general methods. Any in-
stance of grooming qualified for recording
and reinforcement.

Baseline. To assess the extent of grooming
under exposure to intermittent response-
independent food-pellet delivery, a variable-
time (VT) 40-s schedule operated for the
first three sessions (two sessions for Ras).
The interpellet intervals ranged from 3 to
120 s. The experimenter dictated descrip-
tions of grooming to the tape recorder during
the last session.

Acquisition. In Session 1, the experimenter
delivered a food pellet when almost all
grooming episodes occurred. Pellet delivery
occurred only while the monkey groomed
and never after completion of a grooming
burst. For each new grooming form that
emerged, a pellet was delivered after 1 or 3 s
of continuous grooming. For forms that oc-
curred more and more often, pellets were
contingent upon continuous bursts of vari-
able length; the burst duration required for
reinforcement was gradually increased dur-
ing the session, within the range of 3 to 10 s.

In Session 2, pellets were delivered accord-
ing to a time-based variable-ratio schedule,
which we named a variable-duration (VD)
schedule, although it is close to what Shet-
tleworth (1975) called a variable cumulative
duration (VCD) schedule. Pellet delivery oc-
curred after an accumulated variable dura-
tion of grooming. The intermittency of pellet
delivery was gradually increased by slowly
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incrementing the length of reinforced
grooming bursts, which could consist of
several bursts of different grooming forms
separated by pauses. However, a continuous
burst of at least 3 s of the same form always
had to precede pellet delivery. The same VD
schedule ran throughout Sessions 3 and 4
(and 5 for Ras). To approximately equate
the frequency of pellet delivery to that dur-
ing baseline, the final schedules were VD
20-s for Ann and VD 30-s for Brit and Ras.
The accumulated interpellet grooming dura-
tions ranged from 3 to 60 s for Ann and from
3 to 80 s for Brit and Ras.

Contingency reversal. For Ann and Brit, food
pellets were delivered only when grooming
had not occurred for at least 10 s; the
schedule changed from VD to VT with the
added requirement of a pause in grooming
(differential-reinforcement-of-other-behav-
ior schedule, DRO). This condition lasted
three sessions for Brit and five sessions for
Ann. A VT 20-s schedule ran in Session 1, a
VT 30-s in Session 2, and a VT 40-s in Ses-
sions 3 through 5.

Conditioning of other behavior and extinction.
For Ras, the experimenter recorded the ad-
ditional behavior of "face down" when the
monkey moved his face to a few cm above
the cage floor. After acquisition of groom-
ing, face down was conditioned for five ses-
sions with the same procedure as had been
applied to grooming. The final schedule for
face down was VD 30-s. During condition-
ing of face down, no form of grooming was
reinforced (extinction). For the next five ses-
sions, no pellets were delivered and both
types of behavior were extinguished.

For all subjects, a session stopped when
the subject had received approximately 40
food pellets.

RESULTS
The contingencies between grooming and

pellet delivey markedly affected grooming.
Figure 1 shows the probability of grooming
for the last session of each phase for Ann and
Brit. Grooming probability increased from
about .05 under baseline to more than .50
with contingent food pellets on the VD
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Fig. 1. Probability (proportion of session time) of

total grooming (all forms) during the last session of
each experimental condition. VT: response-
independent reinforcement on a variable-time
schedule. VD: response-dependent reinforcement on a
variable-duration schedule. VT (DRO): reinforce-
ment dependent on not emitting grooming.

schedule. The contingency reversal decreased
grooming probability to approximately .10.

Figure 2 shows cumulative records of
grooming. The stepping pen advanced for
each second spent grooming. Under the VD
schedule, grooming occurred in continuous
bursts of varied duration (typically ranging
from 2 to 50 s). A short pause in grooming
occurred after most pellet deliveries.
Overall, the pattern of operant grooming
resembles operant behavior maintained by
an aperiodic reinforcement schedule. Under
contingency reversal, grooming occurred ir-
regularly and much less frequently.

Ras' grooming activites were recorded in
more detail. Figure 3 shows the probabilities
of hand, arm, and foot grooming and of face
down for each session. Total grooming prob-
ability increased gradually to about .50
towards the end of acquisition, the increase
consisting primarily of grooming the fur on
one arm. The face-down behavior remained
infrequent throughout acquisition of groom-
ing. But when the experimenter began to
reinforce face-down behavior and stopped
reinforcing grooming, face down quickly in-
creased almost to the same level as grooming
had been in the first acquisition phase. Total
grooming simultaneously decreased. How-
ever, hand and arm grooming had not quite
extinguished and may have competed with
face down to prevent the same terminal level
as conditioned grooming. When the experi-
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Fig. 2. Cumulative records of total grooming from the last sessions ofVD and VT (DRO). The stepping pen
advanced once per second spent in any form of grooming. Hatchmarks indicate pellet deliveries.

menter no longer presented food pellets, the
probability of face down decreased. Total
grooming increased, but did not reach the
same level as with reinforcement of groom-

ing.
Figure 4 shows cumulative records of

grooming and face-down behavior for each
session for Ras. Grooming increased from
low frequency and short bursts to high fre-
quency and long bursts from baseline to
reinforcement of grooming. By Session 4,
grooming occurred in extended and frequent
bursts ranging from 1.0 to 71.0 s; under
baseline, bursts ranged from 1.0 to 7.5 s.

With reinforcement of face down and extinc-
tion of grooming (stepping pen and event
pen switched in Figure 4), face down gradu-
ally increased and grooming gradually

decreased in the first session. From Session
3, the pattern of face down resembled the
previous pattern of reinforced grooming;
however, short bursts of grooming inter-
rupted face down, in particular after rein-
forcement (see Session 5).
Under extinction of both types of behav-

ior, the frequency and burst durations of
face down decreased and the pattern became
erratic with frequent interruptions by
grooming bursts, which increased in fre-
quency and duration. By Session 5, the fre-
quency and bursts of both had decreased
compared to conditioning sessions, but were
higher than during baseline.

DIscUSSION
Grooming bursts increased both in fre-
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Fig. 3. Probability of hand, arm, and feet grooming and of face-down behavior for each session in each phase
of the experiment.

quency and duration when food was con-

tingently delivered. The schedule of a

variable-duration response requirement for
pellet delivery led to continuous grooming
bursts that far exceeded those obtained
under baseline (a few seconds during base-
line and up to 71 s during acquisition).
When food delivery was contingent on

pauses, and during extinction, grooming
bursts decreased in frequency and duration.
The general class of autogrooming in the
vervet monkey was therefore easily amen-

able to operant control by means of food
reinforcement.
Grooming occurred under acquisition

with no fragmentary or unnatural-look-
ing episodes. To us, therefore, operant
grooming looked like baseline grooming.

The monkeys always oriented their gaze to
the skin area they groomed (except for
scratching). The only clear difference be-
tween baseline and operant grooming was

the increase in burst frequency and dura-
tion.

Because baseline, acquisition, and con-

tingency reversal for Ann and Brit eventu-
ally led to similar pellet rates but very dif-
ferent grooming frequencies and durations,
the results cannot be explained by some

form of induction from or elicitation by in-
termittent pellet presentation.
When the contingency shifted to a dif-

ferent response for Ras, that response in-
creased and grooming decreased. The two
behavior forms reached roughly compar-
able levels during their respective final
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Fig. 4. Baseline and reinforced grooming: Cumulative records of total grooming for each session of baseline and

acquisition of grooming; the event pen shows face down with the active segments transposed to just above the
track on the cumulative records for easy comparison. Reinforcedface down and extinction: Cumulative records of face
down for each session of acquistion of face down and extinction; the event pen shows total grooming. For all
records, the stepping pen advanced once per half second spent responding, and the event pen displaced once per

half second spent responding. Hatchmarks on the cumulative records indicate pellet deliveries.

conditioning sessions. The increased groom-

ing under extinction of both behaviors
resembles the phenomenon of resurgence

(Epstein, 1983; Epstein & Skinner, 1980;
Lindblom &Jenkins, 1981; Rawson, Leiten-

berg, Mulick, & Lefebvre, 1977). When an

operant is extinguished along with condi-
tioning of a second operant on a spatially
separate operandum, then the first operant,
still under extinction, reappears temporarily

15 Minutes
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when the second operant is extinguished.
In addition, the patterns of moment-to-

moment reciprocal interaction between face
down and grooming resemble interacting
patterns between operants in concurrent
reinforcement schedules and between oper-
ants and collateral responses in simple and
multiple schedules (cf. Henton & Iversen,
1978).

EXPERIMENT 2

Degree of variability among response
forms within an operant class generally
depends upon limits set by the class defini-
tion (Skinner, 1953). With wide limits,
variability in form may be large; with nar-
row limits, variability is small. Response-
class differentiation consists of dividing the
class by differentially reinforcing a particular
subclass. One response form then becomes
frequent and the unreinforced forms infre-
quent. Further differentiation by extinguish-
ing part of a previously reinforced response
class essentially decreases variability by nar-
rowing the class definition.
A further demonstration of operant con-

trol of grooming in vervet monkeys would be
differentiation of grooming forms. Experi-
ment 2 attempted to break down the wide
class of grooming from Experiment 1 by
reinforcing only a single grooming form
within that class. To demonstrate reliability
and promptness of response differentiation,
we reinforced a new grooming form during
each successive session.

METHOD

Procedure
Ann and Brit participated in the experi-

ment, 4 months after Experiment 1 and 1
week after Experiment 4. For each of four
successive daily sessions, the experimenter
reinforced a different grooming form: pick-
ing and searching the fur on either legs, tail,
hands, or feet.
The experimenter presented food pellets

contingent on an accumulated fixed dura-
tion of 12 s of the specified grooming form, a

fixed-duration (FD) schedule. Reinforced
grooming could consist of several short
bursts adding up to 12 s or of one 12-s burst;
but at least 3 s of uninterrupted grooming
always had to precede pellet delivery. For
each session, the experimenter reinforced
only one grooming form. The other forms
were recorded but not reinforced. To ex-
tinguish the previously conditioned groom-
ing form(s), each session (except for the first)
began with 15 min of no reinforcement. For
Ann, the operant schedule in Session 1 was
VD 20-s instead of FD 12-s. Sessions ter-
minated after delivery of about 40 food
pellets.

RESULTS
Figure 5 shows grooming probabilities for

the last 15 min of each session. Shaded bars
1.0 T

I-i
C o.1

m
0

L 1.0
LLJIn
z
0
If)0L 5
uLJ
cE.

0.1

ANN

I a-

L T H F
E A A E
CG I N E
S L D T

BRIT

1Ii
L T H F

1 2 3 4
SESSIONS

Fig. 5. Probability of each of four different groom-
ing forms. In each session only one grooming form
received reinforcement on a fixed-duration schedule
(shaded bars). The four grooming forms were leg, tail,
feet, and hand grooming. Data are from the last 15
min of each session. Sessions occurred in daily succes-
sion.
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indicate the reinforced grooming form. In
Session 1, the probability of reinforced
grooming increased above the probabilities
of nonreinforced grooming. In Session 2,
reinforcement was contingent on a new
form, and that form came to dominate. How-
ever, the form reinforced in Session 1 carried
over to Session 2, with the highest probabil-
ity of nonreinforced grooming occurring for
the form that had been reinforced in Session
1. Very little nonreinforced grooming occur-
red by the
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leg groomi
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forcement. Figure 7 displays segments of
event records from Session 3 for Brit. Leg
grooming dominated the beginning of the
session (Segment A). Then, hand grooming
began to occur more frequently shortly after
the first pellets for hand grooming (Segment
B). Finally, hand grooming dominated in a
pattern typical of behavior reinforced under
periodic schedules (Segment C).

DISCUSSION

end of the last two sessions. Contingent reinforcement again increased
the probability of grooming. In particular, a

* FEET BRIT given grooming form could easily be made
D LEGS dominant toward the end of a daily session
x HANDS by reinforcing only that form.

.TAIL The literature has usually specified
response differentiation with respect to, for
example, force exerted on a lever (e.g., Not-
terman & Mintz, 1965) or spatial response
location on a strip of keys (e.g., Eckerman,
Hienz, Stern, & Kowlowitz, 1980). The pres-
ent experiment adds response location on the
subject's body as a feasible criterion for
response-class definition. The experimenter

ACQUISITION OF FEET GROOMING can thus, by means of contingency manage-
IN 5- MIN PERIODS ment, suppress variability in grooming

robability of each of four grooming forms forms and explicitly determine which body
ks for Brit for the session with reinforce- site the subject grooms.
grooming. Leg grooming had been rein- The experiment also shows that the
session the day before, hand grooming 2
andtalromig 3das efre change from aperiodic (Experiment 1) to

periodic reinforcement quickly altered the
nple of the inverse relation be- pattern from relatively steady emission with
viously and currently reinforced variable response bursts under VD rein-
ippears for Brit in Figure 6. Data forcement to a "break and run" pattern
h 5-min period of Session 4 with under FD reinforcement. The pattern of
ent of feet grooming. Hand and operant grooming therefore adjusted to the
ng dominated for the first 20 min pattern of reinforcement, just as operant
iming was reinforced in Session 3, behavior does in general (Ferster & Skinner,
ng in Session 2, and tail grooming 1957).

in Session 1). As the new reinforced form in-
creased, the previously reinforced forms
gradually decreased. Only hand grooming,
reinforced in the preceding session, persisted
toward the end of the session.

For each session under the FD schedule,
reinforced grooming gradually developed
into a pattern characteristic of periodic rein-
forcement schedules, with steady emission
before reinforcement and a pause after rein-

EXPERIMENT 3

In Experiment 3, we differentially rein-
forced scratching as a separate class of
grooming. Previous results indicate that
scratching (in rodents) can be particularly
difficult to condition with food (e.g., Shet-
tleworth, 1975). We tried a technique with
pellets contingent on variability of scratch-
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Fig. 7. Segments ot event records showing pellet delivery, hand, feet, leg, and tail grooming from the begin-
ning of the session (A), after grooming had been reinforced three times (B), and the last minutes of the session
(C). Data are from Session 3 for Brit.

ing; the same scratching form could not be
reinforced consecutively.

METHOD

Procedure
Janus participated in the experiment.

About 3 months earlier, Janus participated
in Experiment 4 and then in a two-session
shaping exercise and a preliminary experi-
ment.

Preliminary experiment. For two sessions,
one experimenter attempted to reinforce
each episode of any scratching form. Scratch-
ing quickly concentrated on a particular
location (rapid right-hand movements on the
fur of the right thigh). Then a second experi-
menter took over and reinforced scratching
intermittently. After two sessions, however,
the behavior had changed to scratching "in
the air" a few cm above the fur on the right
thigh. For the next two sessions, we deliv-
ered food pellets contingent upon 10-s peri-
ods without any scratching. This resulted in
virtual absence of any scratching form. Un-
fortunately, we did not record data in this
preliminary experiment.

Primaty experiment. The experimenter had

three sessions. The experimenter explicitly
reinforced variety in scratching form. The
same form was never reinforced on two suc-
cessive occasions. At least one burst of a dif-
ferent scratching form had to intervene and
be reinforced before a given form was rein-
forced again. For example, if the experi-
menter reinforced scratching on the left side
with the left hand (one scratching form),
then some other scratching form, such as
scratching the back with the left foot, had to
be reinforced before the exprimenter again
reinforced scratching on the left side with the
left hand. The experimenter reinforced only
scratching bursts that lasted at least 1 s
(judged subjectively).

In Session 1, the experimenter reinforced
each scratching burst that satisfied the above
criteria. During Session 2, the experimenter
introduced intermittency in pellet delivery
by reinforcing, on average, every third
scratching burst in the first half of the session
and, on average, every fifth burst in the sec-
ond half. The terminal schedule was a vari-
able-ratio (VR) 5 with the added require-
ment that the same scratching form was not
reinforced successively. Session 3 had two
parts. First, the experimenter reinforced
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scratching on the VR-5 schedule until 34
food pellets had been delivered. Second, to
extinguish scratching, the experimenter did
not deliver any pellets for the remainder of
the session.

In Session 1, the data recording technique
used in the previous experiments proved un-

practicable; too many different scratching
forms occurred in too rapid a succession for

JANUS
CONDITIONING

the experimenter to be able to keep up with
both dictation and control of pellet delivery.
Therefore, in Sessions 2 and 3 we used a
videorecorder to retrieve the behavioral
record. Data presented derive from playback
of the videotape from Session 3.

RESULTS
Figure 8 presents a transcript of the entire

PELLET _ , , , , , , , ,
HEAD
CHIN
SIDE **@@o0 *S S*a * 0 o 0 0

BACK * 00 0o 0 0 4£ o00 0 £ £ 0 00 0 0 * 0 0o00o 0o 0 0 0

BREAST 000 ( 00 C 0 0 0 * 0 0 0 0

STOMACH 0 000

ARM *
THIGH 0 0 0 0 0* * *0oo o00 0000 0

LEG 00 0 00

FOOT 0 0 0* 0 0 *0 0

TAIL 0 0 0 0 0

PENIS 0

EXTINCTION
HEAD £
CHIN
SIDE 0 * so * * * * * S*
BACK 0* _ 0 0 0 0 0

BREAST 0 0 0 5 * 00 0 0

STOMACH
ARM * . M £
THIGH 0 0 0 0 0 00

LEG 0
FOOT 0
TAIL 0 0 0 0

PENIS

HEAD
CHIN
SIDE
BACK 0

BREAST
STOMACH
ARM
THIGH
LEG
FOOT
TAIL 0

PENIS

30sc.

Fig. 8. Behavioral record showing each scratching burst and all pellet deliveries for the entire length of Ses-
sion 3. Under conditioning (the first 7 min of the session), reinforcement was contingent on scratching. A small
VR schedule reinforced scratching but the same scratching form could not be reinforced successively. With no in-
terruption in the session, extinction followed for approximately 14 min with no pellet delivery. The scratching
forms are shown with respect to location on the body. Symbols indicate the hand or foot involved in the scratching
burst. Filled circles: right hand; unfilled circles: left hand. Filled triangles: right foot; unfilled triangles: left foot.
Marks in the upper row indicate pellet deliveries.
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behavioral record of all scratching episodes
for Session 3. Each symbol refers to one

scratching burst. Filled and unfilled circles
refer to scratching with the right and left
hand, respectively. Filled and unfilled tri-
angles refer to scratching with the right and
left foot, respectively. The body locations of
scratching appear at the left. The first sym-

bol thus represents scratching the side with
the right hand, and the second symbol repre-

sents scratching the back with the left foot.
Pellets are indicated by marks in the upper

row.

The procedure led to frequent scratching
and considerable variety in scratching form.
During conditioning, 133 scratching bursts
occurred with an overall rate of 19 scratches
per min. Considering each combination of
area scratched and hand or foot used in
scratching as a separate scratching form, 18
different forms occurred. About half of all
scratching bursts involved the right hand.
During extinction (last two blocks in Figure
8), scratching continued for about 1 min,
then decreased for a few minutes only to
reappear at a frequency almost as high as

during conditioning. After about 5 min of
extinction, scratching stopped quite abruptly
and occurred only three times during the
next 9 min. The variety in scratching forms
seen during conditioning remained during
extinction; some new forms emerged, but
others dropped out. The same scratching
forms dominated during conditioning and
extinction. During extinction, Janus emitted
64 scratching bursts in 19 different forms.

Scratching appeared natural both during
conditioning and extinction, with the hand
or foot contacting the scratched location. We
did occasionally see a scratching burst too
brief to satisfy the 1-s criterion.

DIscUSSION
This experiment provides a procedure to

condition scratching with food in vervets.
Quite a variety of scratching forms occurred
during conditioning sessions. The condi-
tioned scratching behavior decreased in fre-
quency under extinction and was therefore
under control of the food-pellet contingency.

As a comparison, in Experiment 4 (con-
ducted before Experiment 3) with response-
independent pellet delivery, Janus scratched
only once or twice each session. We did not
analyze the scratching forms in Experiment
4, but we had never before seen some of the
forms that appeared in Experiment 3, like
breast, ear, and penis scratching. This pro-
cedure of reinforcing variety in behavioral
forms may have similarities with procedures
that reinforce novelty in behavior (Goetz &
Baer, 1973; Pryor, Haag, & O'Rielly, 1969).
Operant conditioning of scratching in

cats, rodents, and birds has been attempted
in the past with varied degrees of success.
Our main purpose was to show that scratch-
ing could be conditioned in vervets, not to
find critical procedural aspects responsible
for the results. The particular method
chosen, of conditioning variety in scratching
by not allowing the same scratching form to
be successively reinforced, may have been
important in preventing the appearance of
unnatural patterns or topographies of
scratching.
The preliminary experiment allowed for

repeated reinforcement of a single scratching
form, and unnatural scratching did develop.
Both Hogan (1964) and Konorski (1967) sim-
ilarly reported that conditioned scratching
may change into an unnatural form if allowed
to do so. The rule seems to be that if the ex-
perimenter reinforces such scratching forms
they persist, but if the experimenter stops
doing so, then they disappear (Konorski,
1967).

EXPERIMENT 4

Previously reported difficulties in operant
conditioning of grooming in other species
have suggested that certain types of behavior
are biologically constrained or counter-
prepared for operant conditioning. One
underlying theory is that a response must be
compatible with "anticipation" of the rein-
forcer for that response to become an
operant (Mackintosh, 1974). This view has
been tested in experiments with classical
conditioning procedures, in which a stimulus
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precedes response-independent reinforce-
ment. Grooming typically does not increase
during such stimuli (Shettleworth, 1978). In
our experiments operant grooming was easily
conditioned with food reinforcement. What,
then, would happen to grooming during a
stimulus that preceded response-indepen-
dent food? According to the anticipation
view, if operant grooming is difficult to
establish, then such a stimulus should not
facilitate grooming. Conversely, if operant
grooming is easy to establish with food rein-
forcement, then grooming should increase
during a prefood stimulus.

Experiment 4 presented a brief visual
stimulus preceding delivery of response-
independent reinforcement. The subjects
were Ann, Brit, and Janus. To assess
whether previous operant conditioning of
grooming had any effect on grooming during
the prefood stimulus, we presented Ann and
Brit with this procedure after Experiment 1;
Janus, on the other hand, had this procedure
before his exposure to operant conditioning
of grooming.

METHOD

Apparatus
The experimental chamber measured 80 x

45 x 60 cm with side walls and end walls
made of transparent Plexiglas. One end wall
had a stimulus source centered 25 cm above
the grid floor. The stimulus was a 1.5-cm
diameter green surface that could be lit from
behind by a 5-W light blinking with a period
of 0.6 s. An 8-cm diameter metal disc sur-
rounded the stimulus source with the stim-
ulus located at the center. Using a body-
capacitance detector, we recorded contact
with either the metal disc or the stimulus. A
6 x 2-cm metal food cup was centered on the
opposite wall 25 cm above the grid floor.

Procedure
Each subject had five 40-min sessions. The

green stimulus light blinked for 15 s preced-
ing response-independent pellet delivery. A
VT 2-min schedule, with a range from 30 s to
6 min, determined the interstimulus intervals.

RESULTS
For Ann, the proportion of the in-

terstimulus period spent grooming was .09
and the proportion for the stimulus period
was .04. For Brit these proportions were .04
and .01. For Janus they were .02 and .01.
The proportions are based on the data from
the last two sessions. So, for all subjects
grooming did not increase, or perhaps de-
creased slightly, during stimulus compared
to interstimulus periods. Ann and Brit
groomed more than Janus, presumably be-
cause they had a previous history of operant
grooming.

If a subject happened to be grooming at
stimulus onset, grooming stopped almost
immediately, except when the subject faced
away from the stimulus. Stimulus onset
typically controlled looking at or directly
contacting the stimulus with either hands,
mouth, or nose. As the stimulus period pro-
gressed, these behavior patterns alternated
with looking back to the food cup. Toward
the end of the stimulus, the subject typically
moved away from the stimulus toward the
food cup. For Ann, the proportion of the in-
terstimulus interval spent in contact with the
stimulus source was .01 and the proportion
for the stimulus period was .11. For Brit
these proportions were .005 and .02. For
Janus they were .005 and .26. The prefood
stimulus thus generated a large increase in
stimulus-contacting behavior patterns.
Mouth contacts with the stimulus could be

with open or closed mouth. Hand contacts
consisted of manipulating the stimulus with
the fingers or occasionally covering the
stimulus with a palm. During interstimulus
periods, the subjects occasionally glanced at
the dark stimulus source or the food cup.

DISCUSSION
In Experiments 1, 2, or 3, all monkeys in-

creased grooming when we presented rein-
forcement contingent on grooming, yet no
monkey's grooming increased during the
prefood stimulus in Experiment 4. So
absence of an increase, or even a decrease,
in grooming during a prefood stimulus does
not imply that grooming is difficult to condi-
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tion as an operant. The ease of operant con-
ditioning of a response, therefore, cannot
necessarily be predicted from the predomi-
nance of that response during classical con-
ditioning using the same reinforcer. Like-
wise, Shettleworth (1978) found no increase
in scrabbling in golden hamsters during a
prefood stimulus; however, scrabbling could
easily become an operant with food as the
reinforcement. Also, Williams and Teitel-
baum (1956) conditioned licking in rats with
food reinforcement, yet Stone, Lyon, and
Anger (1978) did not find an increase in rats'
licking during a prefood stimulus. Similarly,
a prefood stimulus does not increase mon-
keys' lever pressing, yet lever pressing cer-
tainly can be conditioned as an operant with
food reinforcement (cf. Henton & Iversen,
1978).

All subjects in this experiment contacted
the prefood stimulus with a hand or with the
mouth, indicating that the classical condi-
tioning procedure controlled their behavior.
Previous experiments with monkeys similarly
found that prefood stimuli augment stimulus-
approach behavior (Henton & Iversen, 1978;
Likely, 1974; Sidman & Fletcher, 1968).

GENERAL DISCUSSION

Food reinforces autogrooming in vervet
monkeys. Grooming appeared natural in all
experiments and did not deviate from the
classification used. Unnatural-looking
grooming, therefore, is not a necessary out-
come of experiments that attempt operant
conditioning of grooming, at least not with
vervets and food reinforcement. Some pre-
vious experimenters saw the need for using
artificial irritants to augment grooming or
scratching in combination with the condition-
ing procedure. In our experiments, groom-
ing easily became conditioned without the
use of irritants and quickly came under con-
trol by arbitrary stimuli provided by the ex-
perimental chamber; in all experiments with
food pellets contingent on grooming the sub-
jects would usually begin grooming as soon
as they arrived in the experimental room.
The results support the view that operant

conditioning is possible when the selected
response is not functionally relevant for the
reinforcer. Grooming in monkeys can be
conditioned as an operant with food rein-
forcement even though that behavior is not a
natural way of obtaining food.
The present results contrast with some

past research showing that operant groom-
ing may drift into an unnatural-looking
form, sham grooming. Emergence of such
"misbehavior" has at times directed in-
vestigative efforts from experimental to
theoretical analyses, with the emerging
misbehavior used as an indicant of some
underlying explanatory state or constraint.
More recent reviews of the biological-

constraints literature indicate that known
principles of behavior can explain at least
part of the findings hitherto used to support
the constraints-on-learning view (cf. Dom-
jan, 1983). Along these lines, we take the op-
portunity to discuss how reinforcement prin-
ciples could explain emerging sham groom-
ing. Sham grooming clearly is not the un-
conditioned grooming form. Yet, an ex-
perimenter can apparently shape or generate
this behavior by reinforcing very short bursts
of regular grooming (e.g., Shettleworth,
1975). The customary operants, lever press-
ing and key pecking, similarly are shaped by
reinforcing other behavior of a related form.
But here the process of shaping works in the
opposite direction, so to speak; first the ex-
perimenter reinforces sham lever pressing
(or key pecking) in the air closer and closer
to the lever (or key), and eventually the sub-
ject hits the lever (or key). Sham grooming is
similar to lever pressing in that both ac-
tivities are nearly nonexistent before condi-
tioning, and both are unrelated to any rein-
forcer. For this reason, the success of
operant conditioning of lever pressing has
been something of an embarrassment to the
constraints-on-learning view and has led to
the argument that rats in fact do not press
but instead bite or chew the lever, as if the
consummatory behavior has carried over to
the operant. In our experiments, operant
grooming showed no resemblance to food-
related behavior. Rather, our subjects would
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on occasion interrupt ongoing grooming to
push food from a chin pouch into the mouth
cavity. Kelly (1974) similarly reported that
rhesus monkeys interrupted food-reinforced
lever pressing when engaging in feeding-
related behavior. Operant behavior patterns
resembling reinforcer retrieval and con-
sumption no doubt occur in some experi-
ments (e.g., Hull, 1977; Spetch, Wilkie, &
Skelton, 1981), but the critical variables that
determine when such behaviors fuse with or
compete with the operant need further
analysis.
The appearance of natural or unnatural

operant grooming directs attention to how
behavior is classified. Catania (1973) drew
the distinction between the reinforced re-
sponse class (the defined operant) and the
response class that results from such rein-
forcement (the functional operant). Such
classes may or may not be identical, depend-
ing upon particular conditioning proce-
dures. With positive reinforcement, behav-
ior within the defined operant increases in
frequency, but other behavior may also in-
crease. Usually, behavior of a form close to
the defined operant also will increase after
reinforcement (cf. Notterman & Mintz,
1965), and this increase has been referred to
as response induction or generalization.

Skinner's (1953) analysis of contingencies
of reinforcement addresses this issue. Very
few behavior forms are discrete, like sneez-
ing and yawning. Instead, each identified
behavior occurs in continuity with other
behavior. In the case of lever pressing in
rats, movement toward the lever, lifting the
paw, and depressing the paw with insuffi-
cient force all occur in rapid succession prior
to a recorded lever press. Such other behav-
ior forms in close spatial and topographical
continuity with the reinforced form also may
become conditioned. A well known example
is the pigeon's often emitted but always
unreinforced off-key pecking, which may oc-
cur concurrently with reinforced on-key
pecking (Bachrach, 1966; Dunham,
Mariner, & Adams, 1969). Similarly, rats'
unreinforced nose-key responding can be
generated and maintained when proximity

to but not contact with the key is the rein-
forced response class (Iversen, 1982). Lucas
(1975) showed that pigeons' unreinforced
key pecks during prefood stimuli could not
be maintained when pre-key pecks close to
the response key were excluded from adven-
titious reinforcement.

In the case of grooming, continuity with
other behavior does exist. During movement
of a hand toward the fur or skin and move-
ment to and from the skin between strokes in
scratching, the hand literally is in the air. If
the experimenter happens to deliver rein-
forcement during these precursors to contact
with the fur, then the precursors may be
conditioned and unnatural forms of condi-
tioned grooming may be the result. In this
respect, the effect of conditioning of groom-
ing certainly resembles the effect of condi-
tioning of other behavior. By explicitly rein-
forcing borderline cases, the entire distribu-
tion of behavior may shift, even to the extent
that the original forms disappear (Eckerman
et al., 1980). A frequent laboratory observa-
tion with rats is that the form of an operant,
say lever pressing, may in fact change dur-
ing an experiment from the original experi-
menter-shaped more or less "clean" paw
movement into pressing the lever, for exam-
ple, with the side of the body. Similarly, in
pigeons, activating a key may drift from
pecking to responding with a foot (Pliskoff &
Gollub, 1974). The possible emergence of
response forms that differ from the form the
experimenter originally conditioned is
therefore not unique to conditioning of
natural behavior patterns.
The literature does not always specify

whether sham grooming was part of the
defined (reinforced) operant. If allowed
within that class, such behavior occasionally
will be reinforced and therefore maintained.
Our 3- or 1-s minimum requirement for a
grooming burst before reinforcement pre-
vented borderline grooming forms from be-
ing contiguous with reinforcement and sham
grooming did not develop. In Experiment 3,
we did see sham scratching when we did not
use any burst criterion and thus permitted
very short bursts to be reinforced. Many ex-
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perimenters attempting to condition groom-
ing have used very brief durations as criteria
for reinforcement. Such reinforced bursts
are frequently as short as the observer's
latency. With such short response bursts be-
fore reinforcement, the next-to-last response
may also become conditioned (Iversen,
1984) and unnatural-looking forms may
emerge. Konorski (1967) and Morgan and
Nicholas (1979) reported that sham groom-
ing disappeared when the defined operant
was changed to eliminate borderline groom-
ing forms from contiguity with reinforce-
ment by increasing the length of the rein-
forced grooming burst. In applied behavior
analysis, Kazdin (1977) similarly reported
that operant conditioning of a target re-
sponse was less efficient when an inap-
propriate response preceded a reinforced ap-
propriate response; an increase in the length
of the last burst of the appropriate response
improved the efficacy of the operant condi-
tioning procedure.
The relative ease of establishing operant

grooming in monkeys compared with the re-
ported difficulties in other species might sug-
gest that constraints on learning do not
operate equally strongly in all species. Given
this view, constraints on learning would then
become species specific, and the principles of
constraint would be limited in applicability
to only some species and situations. Given
the current data base, species specificity can-
not be ruled out.
The multitude of experimenter-controlled

alterations in autogrooming points to the im-
portance of manipulating contingencies of
reinforcement in the study of behavior pat-
terns that are said to be constrained for learn-
ing. Charlton (1983) also suggested that
reasons for differential conditionability of
behavior might be sought in differential con-
tingencies of reinforcement.
The use of ethological recording tech-

niques in our experiments allowed for the
detailed recording and control of grooming
form and novelty. In addition, the proced-
ures of response differentiation demon-
strated that the structure of vervet grooming
is very flexible. Indeed, the frequency, dura-

tion, pattern, form, and novelty of
autogrooming were direct functions of
operant response-reinforcer contingency
manipulations rather than having been con-
strained by biological response-reinforcer
relevance or Pavlovian compatibility. The
present contingency management does sug-
gest that the acquisition, differentiation, and
extinction of vervet autogrooming is wholly
consistent with operant schedule analysis.
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