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Incentive theory is successfully applied to data from experiments in which the amount of
food reward is varied. This is accomplished by assuming that incentive value is a negatively
accelerated function of reward duration. The interaction of the magnitude of a reward with
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Incentive theory has been successful in
describing behavior under the control of con-
current chained schedules of reinforcement
(Killeen, 1982b). But problems arise for that
account in situations in which the amount of
reward is varied. The critical experiment is
that of Snyderman (1983), who studied the be-
havior of pigeons under concurrent chained
schedules in which the amount of reward was
either 2 s or 6 s of eating time, available at the
ends of terminal links of different fixed delays.
He concluded that my model for choice did
not handle some of the basic qualitative as-
pects of the data. I demonstrate here that his
analysis, although accurate, did not take into
account a critical factor: The incentive value of
a reward may be a concave function of its
duration. If we assume the value of a 6-s re-
ward to be three times that of a 2-s reward-
the simplest assumption, and one consistent
with my previous presentation of the model-
then my predictions are seriously in error. If,
however, we assume that there is a decreasing
marginal utility to extended hopper durations,
then the predictions align with the data.

First I review the model, and then offer a
transformation to convert duration to value.

THE BASIC MODEL

The model assumes two effects for incen-
tives, a directive effect and an instigating
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effect. The directive effect itself consists of two
parts, one due to the direct action of the incen-
tive on behavior ('primary reinforcement"),
and one due to the effect mediated by the ter-
minal-link cues ('conditioned reinforcement"):

Sd= e-qet + Ilt, t > 0, (1)
where Sd is the directive strength, q is the slope
of the delay of reinforcement gradient, and t
measures the delay. Because the reward is de-
layed from the response that brings it about,
its effect is likely to be blocked by intervening
stimuli (or responses; Williams, 1982). If the
probability of blocking is constant over time,
an exponential decay function results; that is
the first term in Equation 1.
The terminal-link cues are contiguous with

the response, but their strength is weakened
because they signal a state in which the density
of incentives is less than maximal. I have tried
a number of forms for the function relating the
strength of stimuli to the delays that they
signal, and have found the most consistently
accurate to be the reciprocal of the delay. In-
asmuch as there is always some latency in get-
ting to food, a minimal value around 0.5 s will
both represent that latency and keep Sd finite.
The second effect of incentives is to incite

responses: Animals that are fed more often
become aroused and emit more responses. This
arousal can come under stimulus control; ani-
mals respond faster when placed into an experi-
mental chamber that has previously provided
an increased density of incentives (Killeen,
1979). It follows that the stimuli signaling con-
current schedules may differentially produce
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arousal. Except where very low rates are in-
volved, the level of arousal is proportional to
the rate of incitement (R), measured as the
reciprocal of the sum of the time in the initial
link plus the time in the terminal link, for each
schedule. The overall strength of a schedule of
incentives is then:

S=RSd. (2)
Magnitude and Value

Incentive theory has not been extensively
developed to deal with variations in duration,
amount, or quality of reward. The basic theory
(Killeen, 1982a, Equation 4; McDowell and
Kessel, 1979) suggests that increasing the
duration of a reward should increase its value
according to a concave function:

v = c(l-e-Ad), (3)

where v is the 'value" (or, equivalently, the
"reinforcement strength") of a single incentive
of duration d. The parameter c accommodates
differences in the type or quality of reward.
Since that is not varied in the studies reviewed
here, c is assigned a value of 1.0 throughout.
The value of lambda determines the curvilin-
earity of this "utility function," with very small
values linearizing the function, and with large
values bringing the function to its maximum
very quickly, so that incentives of long dura-
tion are little better than those of moderate
duration. According to Equation 3, value does
not grow indefinitely with duration (as would
be the case if it were a power function), but
rather approaches an asymptote of c.

Value and the Delay of Reinforcement Gradient
Variation in the value of an incentive affects

behavior in two ways. As assumed above, it
affects the arousal of the animal. This is taken
into account by multiplying the right side of
Equation 2 by v. I had first expected that this
would be the only way that incentive value
would enter the predictions. But as Navarick
and Fantino (1976) noted, amount and delay
of reward do not interact in a simple multipli-
cative fashion; this is also the case for any
transformation of amount, such as Equation 3.
Figure 7 of Killeen (1982b, based on data from
Green, 1969) shows that preference for 9 s

versus 3 s of grain increases from 55% to 90%
as the length of equal terminal links increases
from 5 to 60 s. A similar increase is seen in the
data of Snyderman for the equal delay condi-
tions. We must inevitably conclude that large
amounts of food become relatively more effec-
tive at long delays. The only way to accommo-
date this theoretically is to have value affect the
delay of reinforcement gradient, which may be
done by dividing q by v. (In Killeen, 1982b, I
divided by d; this addressed the interaction
problem but was not a precise solution because
it did not permit value to be a concave func-
tion of delay.)

I address now the question of the formula-
tion's adequacy in the face of Snyderman's
(1983) data. I evaluated Equation 3 for dif-
ferent values of lambda and found that the one
providing the best fit to the data is A = 0.77/s.
This determination was made in the context of
the model:

S= vR(e-t/v + vit), t > 0, (4)

where v enters as a source of "bias," multiply-
ing the rate of incitement; as a modifier of the
delay gradient, dividinig the parameter q; and
as a factor in the strength of conditioned rein-
forcement. This equation is evaluated for each
of the schedules, and its relative value predicts
the relative rate of responding. Normally an
additional "key" bias parameter (b) is used, but
that adds nothing to the goodness of fit to these
data. The value of q, 0.04/s, determined by an
iterative least-squares procedure, is much lower
than typically found ("'0. 13/s). Part of the dif-
ference is due to the inclusion of v in the ex-
ponential term of Equation 4. If value had been
considered in the earlier treatments, the modal
value for q would have been about 0.09/s. Part
of the difference may have to do with Snyder-
man's use of different houselight colors as
terminal-link cues. Because, for simplicity, I
have chosen not to include a parameter in the
model to reflect differences in the potency of
different types of conditioned reinforcers, dif-
ferences there will affect the value of q. Figure
1 shows that this treatment accommodates the
data reasonably well, accounting for 93% of
its variance, with the average deviation of data
points from predictions being 4%.
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Table 1
Obtained and Predicted Choice Proportions

Amount Choice Proportion
Source Constant Variable Obtained Predicted

Neuringer 2.0 2.0 .49 .49
(1967) 2.25 .54 .57

2.5 .63 .61
3.0 .69 .68
4.0 .74 .74
6.0 .82 .82
10.0 .86 .87

Menlove et al. 8 or 0 2 .33 .32
(1979) 3 .48 .51

4 .61 .59

Young(1981) 10 or 0 1 .02 .00
2 .11 .03
3 .13 .12
4 .24 .24
5 .37 .35
6 .37 .45
7 .52 .53
8 .58 .58
9 .62 .63
10 .72 .67

for various durations are given in Table 1.
Those predictions required values of 0. 10/s for
q and 0.54/s for lambda. Here, as in other
cases, the accuracy of predictions would fall
substantially if we forced value to be propor-

tional to duration (the average deviation
would increase from 1% to 6%).

Menlove, Inden, and Madden (1979) gave

pigeons 2-s, 3-s, or 4-s access to grain at the
end of one FI 15-s terminal link, and 8-s or 0-s
access to grain at the end of the other Fl 15-s
terminal link. This latter alternative provided
the large amount half the time, and a brief
hopper flash the other half of the time. If we
assume the overall strength of this terminal
link to be just half of that provided by one with
a consistent 8-s access to grain, we may apply
the model. With values of 0.08/s for q and
0.54/s for lambda, the predicted and obtained
percentage preferences for the fixed amounts
are given in Table 1.
Young (1981) provided the only evidence

for a linear relation between the amount of
reward and its incentive value. He gave

pigeons access to 0 pellets or 10 pellets with
equal probability at the end of one terminal

link. At the end of the other terminal link he
gave them a certain number of pellets on every
trial. In the series with the most data, the cer-
tain pellets equaled 10 in the first condition, 9
in the second, and on down to 1 in the last
condition. Each response in the initial link car-
ried the animal into one of the terminal links,
which were 4 s of blackout for both alterna-
tives (during which time the pellets were being
delivered into the hopper). Sixteen of every 17
trials were guidance trials, with only one alter-
native being offered; the 17th was a choice trial
from which preferences were estimated. Be-
cause there were no differential terminal-link
stimuli, the conditioned reinforcement term
drops out of Equation 4. With values of 0.10/s
for q and 0.03/s for lambda, the model ac-
counts for 97% of the data variance. See
Table 1 for the exact predictions. (Duration of
incentive was estimated as 0.5 s per pellet,
based on comments ofYoung and of Schneider
[see discussion that follows].) With so small a
value for lambda, the utility function is essen-
tially linear. If we replace Equation 3 with
v = 0.75d, the model continues to account for
97% of the data variance; in both cases the av-
erage deviation of data from predictions is 3%.

It is not clear why the relation between the
magnitude of a reward and its value is linear
in Young's (1981) study. There are a number
of features of this experiment that make it
quite different from the others considered
here- the large number of forced trials, the
use of a strictly descending series of values, the
delay in blackout while the pellets were being
delivered, and the use of number of pellets
rather than duration of access to grain.

Independent of the nature of the utility
function, Young's study demonstrates an im-
portant point about the interaction of magni-
tude and delay gradients. By itself, Equation 3
suggests decreasing (or at least, nonincreasing)
marginal utility for larger magnitudes. This
means that 10 units of reward can be worth no
more than twice 5 units. But Young's data
showed (and the model predicted) a sub-
stantial preference (63% ) for a 50% chance of
10 units reward over a sure 5 units. How can
this be? If the above options were delivered
immediately, the model would indeed predict
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a preference for the small, consistent amount,
or at least indifference. But remember that in-
creasing the magnitude of reward flattens the
delay-of-reinforcement gradient. As the delay
to the options increases, the large reward gains
an advantage. This crossover may help us un-
derstand the dynamics of gambling in general;
a large but uncertain reward may be preferred
to a small immediate one to an extent greater
than any atemporal analyses, such as expected
utility theory, can predict.

Experiments by Ito and Asaki (1982) suggest
that the relation between reward magnitude
and strength may also be concave for rats, as it
typically is for pigeons. These investigators
kept the amounts of incentive fixed at either 3
pellets or 1 pellet, and studied the changes in
rats' preference as they varied the delay in the
terminal links of concurrent chained schedules.
They also noted that their data could not be
accounted for by a simple multiplicative in-
teraction of amount and delay. We may apply
Equation 4 to their data, specifically to the
conditions of Experiment 2, where both ter-
minal links were of the same duration: 5, 10,
20, or 40 s. They found average preferences
for the large amount to increase with delay-
66, 77, 79, and 87%. The model, as described
above, predicts 69, 73, 80, and 86%, using
parameter values of 0.062/s for q and
0.75/pellet for lambda. (Incentive theory has a
problem with the data from the first experi-
ment, in which the parameter values and the
predictions are the same as for the second ex-
periment, but where the data from the 5-5
condition were less extreme [60% ] than either
the prediction or the replicated data in Experi-
ment 2. I believe that this is because in the first
experiment, but not the second, the investi-
gators had first established indifference to
equal amounts of food, and the effects of this
manipulation carried through to the second
[5-5] condition. The other conditions are quite
close to both the predictions and to the Experi-
ment 2 replications.)

Davenport (1962) also found an interaction
of incentive magnitude and delay when study-
ing the runway performance of rats. Daven-
port used 4/2, 8/2, and 16/2 pellets and calcu-
lated the delays necessary to cause the animals

to be indifferent in their choices. Given only
three data points, the model has no trouble in
accommodating them perfectly (predicting iso-
preference delays of 8, 20, and 26 s, for
q = 0.024/s and lambda = 0.26/pellets). The
important part is that the model predicts, and
the investigator found, both a concave utility
function and an interaction; this is consistent
with the other studies and has implications for
models of self-control.

Concurrent Schedules
The above studies involved an interaction of

incentive magnitude with its delay. Does the
model accommodate simpler situations in
which the delay is minimal, such as basic con-
current schedules? It is possible to simplify the
model for such situations: There are no dif-
ferential terminal-link stimuli, and so that
term may be removed from the equation for
Sd. The assumed 0.5 s hopper entry time is
taken as the value of the terminal link. It per-
mits only a small range of values for the direct
control by primary reinforcement, so that vari-
ations in the value of q have little effect on the
goodness of fit. Therefore it may be fixed at a
representative value, such as 0.09/s. The 0.5 s
latency is also subtracted from the stipulated
durations of the feedings.

Brownstein (1971) measured the amount of
time pigeons spent in the presence of one of
two different cue lights, each correlated with
intermittent feedings programmed by a re-
sponse-independent VI 90-s schedule. The pi-
geons could switch between cues by responses
on a changeover key. The durations of feedings
provided by each schedule, and the predicted
(and obtained) percentage of time spent in the
presence of each, are: 3/3: 52 (53); 2/4: 35
(33); 1.5/4.5: 27 (28). I used the obtained rela-
tive number of reinforcements on each key and
a lambda of 0.53/s to derive these predictions.

Fantino, Squires, Delbruck, and Peterson
(1972) kept reward durations fixed at 6 s and
1.5 s, and varied the length of the equal con-
current VI schedules. A value for lambda of
0.78/s permits the model to describe their four
averaged data points quite accurately, with
only 1% deviation between the obtained and
predicted points.

411



PETER R. KILLEEN

Todorov (1973) correlated green, red, and
yellow keylights with VI 36-s, VI 45-s, and VI
90-s schedules. In each condition of the experi-
ment he provided one of three different hopper
access durations (2 s, 4 s, and 8 s) for each of
the schedules. Within each daily session, he
compared preference between two of the sched-
ules for one third of the session, between
another two for a third of the session, and be-
tween the last two for the remainder of the ses-

sion. With a value of 0.65/s for lambda, the
model accounts for 83% of the data variance
(average deviation = 5 %).

Schnieder (1973) varied from 2 to 30 the
number of pellets that could be produced by
responses on concurrent schedules whose
mean value ranged from 12 to 180 s. Applica-
tion of the model suggests a shallow curvature
(lambda=0.10/s, assuming 0.5 s to eat each
pellet, as reported by Schneider, 1973). Ac-
curacy of predictions was low, with an average

deviation of 6% between expected and ob-
tained observations. In some of Schneider's
conditions, the amount of time consuming the
pellets was twice as great as the average time
in the initial link. We may generalize the
model, as suggested in Killeen (1981) and
Killeen and Smith (1984), and assume that
this eating time be included in the calculation
of reinforcement rate, and that it be weighted
more heavily than other time included in that
calculation. Such a modification, with a 3/1
weighting, reduces the average deviation to
less than 5%.

Essock and Reese (1974) gave pigeons a

choice between two FR 30 schedules, one lead-
ing to 5-s access to grain and the other to a

variable-duration access to grain. The subjects
responded more on the key that produced fixed-
duration access. Again, this suggests a convex

utility function, but here (unlike for Young,
1981) there is no interaction with terminal-link
delay to negate that inference. My only hy-
pothesis about this finding involves the ex-

perimenters' use of fixed-ratio schedules of
reinforcement. Animals pause longer after a

larger reward (Harzem & Harzem, 1981;
Staddon, 1974; but see Powell, 1969) and re-

sponse rate after the pause does not change
reliably with quality (Lowe, Davey, & Har-

zem, 1974) or duration (Powell, 1969) of re-
ward-perhaps because the ratio contingency
has already moved response rate close to its
ceiling. These peculiarities of fixed schedules,
and in particular fixed-ratio schedules, some-
what weaken the force of Essock and Reese's
findings as evidence against decreasing mar-
ginal utility for duration of a reward.
The final study to be analyzed, that of

Davison and Hogsden (1984), provides more
data than all of the others combined. They
present data from six pigeons in 34 conditions,
having conducted approximately 24 sessions
for each condition. They varied both duration
and rate of access to grain. Their study was
unique in that it provided different amounts of
grain, probabilistically, contingent upon left-
key responses, while keeping the amount avail-
able from the right key fixed at 3-s access. In
addressing the 204 data points that resulted, I
deleted two that the authors considered suspect
and averaged the remaining data across sub-
jects. The model provides a poor fit to all of the
conditions taken together. This is largely due
to deviations in the last four conditions, in
which the pigeons show a marked preference
for the left key. (During the 200 sessions pre-
vious to those, only the frequency of reward
and not its duration was varied; in the last four
conditions, duration was varied, and the vari-
ation was no longer probabilistic, as in pre-
vious conditions.) If we set aside these last four
conditions, the fit improves substantially to ac-
count for over 91 % of the data variance in the
first 30 conditions (average deviation =3%).
The theoretical parameters are: bias 0.76;
lambda 0.27/s; and hopper latency of 0.1 s.

In summary, there have been numerous
studies that have reported effects of varied
duration and quality of reward on response
rates on single reinforcement schedules.
Almost all of these studies show a concave
relation between magnitude of reward and
response rate. There are multiple potential
causes of such curvature- ceilings on response
rates, competing reinforcement from back-
ground events and the concave utility func-
tion. Whatever its source, that concavity is
consistent with the predictions of incentive
theory. When both rate and magnitude of
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reinforcement are varied, the data are well fit
by a hyperbolic function both ofwhose param-
eters are affected by the value of the magni-
tude (e.g., see McDowell & Wood, 1984);
again, this is consistent with the predictions of
incentive theory (Killeen, 1981, Equation 38).

DISCUSSION

Concave Utility Function
Equation 3 entails 'decreasing marginal

utility"- doubling the amount of a commodity
less than doubles its value to the organism.
The larger the parameter lambda, the greater
this nonlinearity. This makes intuitive sense
for the kinds of commodities that affluent
humans deal with- the second car or steak
dinner or million dollars may be good, but cer-
tainly not as good as the first. But in these ex-
amples, part of the decrease may be attributed
to satiation (you may be able to fit only one car
in your garage and one steak in your stomach;
all basic needs have been satisfied by the first
million, and any utility in the second must
follow the cultivation of new appetites). Those
intuitions do not apply to pigeons and rats
maintained at 80% of their free-feeding
weights and choosing between 2 s of eating
versus 6 s of eating, given that it would take at
least 2 min of eating to fill their bellies. One
must seek other intuitions to reconcile both the
data and their mathematical description with
our tacit assumption that most behavior is in
some sense optimal. The second 5 s of eating
should be just as important as the first, and
certainly will generate an identical increment
in calories per hour, which is the type of utility
scale that both economic behavioral models
and foraging models seem to favor. Popula-
tions of animals that operate according to con-
cave functions in a common feeding area
ought to be easily displaced by more "linear
animals. What is wrong with these inferences?
They may be right. The concavity of the

utility function may result from other causes,
such as a slowing of eating within each bout.
This is suggested by the more linear functions
found when the independent variable is the
number of food pellets given to pigeons, in
which case they are guaranteed receipt of the
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Fig. 2. The percentage of time that two pigeons

had their heads in a food hopper, as a function of the
time during the 8-s feeding episode. The curves rise to
their maximum at about 1 s after the operation of the
hopper, and remain at that level until the end of the in-
terval. If a decrease in eating rate were the cause of the
decrease in the marginal utility of food, the eating
curves would have to follow a course such as the dotted
curve, an exponential decay function with a value of
0.5/s for lambda.

amount scheduled. When hopper time is
varied, animals may get proportionately less at
longer durations. This explanation is sup-
ported by the research of Gunn (1983), who
measured rats' rate of consumption of food by
providing access to pellets on a continuous
reinforcement schedule as rewards for re-
sponses on an intermittent schedule. Gunn
found a rapid decrease in the rate of acquiring
and consuming pellets throughout the reward
episode.

But this does not address the question of
why consumption rate should decrease. Per-
haps that is a result of Equation 3, rather than
a cause of it. Decreasing consumption rate is
no kinder to our intuitions than is decreasing
marginal utility. Furthermore, the data of Ito
and Asaki (1982) and Davenport (1962) re-
quire concave utility functions, even though
they are from rats choosing between fixed
numbers of pellets.

Does consumption rate decrease for pigeons
over the course of an extended hopper presen-
tation? Apparently not: Figure 2 shows the
percentage of time that two pigeons kept their

413



PETER R. KILLEEN

heads in the hopper, as measured by a photo-
cell, when given 8-s access to the hopper every
60 s. The data are based on 40 eating bouts.
The figure shows that the animals regularly
had their heads in the hopper about 1 s after
its presentation, and that they kept their heads
in the hopper (eating, as we observed) consist-
ently thereafter. One pigeon showed a slight
decrease in eating through the interval, the
other a slight increase. In order to account for
a concave utility function with a lambda of
0.5/s, a value typical for the data analyzed
here, eating rate would have to follow the dot-
ted curve, which shows the decrease in mar-
ginal utility of additional food.

But this is not the complete story, Epstein
(1981) demonstrated that for one type of food
hopper (the Gerbrands Model B feeder), the
amount of food obtained over the course of an
extended feeding was not proportional to the
time the hopper was kept in operation. Ap-
parently, the food depleted and was not re-
plenished so long as the hopper was kept ele-
vated. Subsequently, Epstein (1984) showed
that this does not happen for a Lehigh Valley
feeder such as the one used to generate the
data in Figure 2.
The implication of Epstein's work is best

understood in terms of Equation 3. The pa-
rameter lambda tells us the rate of decay of ef-
fectiveness of a reward as its duration is ex-
tended. Its reciprocal, the time constant of the
system, tells us how long it will take for value
to reach any stated level: In particular, in 1/A s
the marginal value will have decayed to 37%,
in 2/A s to 14%, and in 3/A s to 5%. Thus, for
a lambda of 0.5/s, the value of a 6-s reward is
95% of the maximum possible (i.e., it is 95%
as good as a reward of indefinite duration). In
this case, the effect of doubling a reward from
6-s to 12-s duration should be scarcely mea-
surable. In studies that have varied the dura-
tion of punishing electric shock (e.g., Church,
Raymond, & Beauchamp, 1967; Leander,
1973), the value for lambda is several times
larger, indicating that the impact of the shock
approaches to within 95% of its maximum at
durations on the order of 1.5 s.
To what extent, then, do the concave utility

functions reflect apparatus design rather than

evolutionary design? The 'time constant" for
the Gerbrands feeder, based on Epstein's
(1981) data, is 4.6 s. This means that the hop-
per will be depleted of 95% of its available
food in just 14 s. In studies using this type of
hopper, we should not expect the value of
lambda to be any smaller than the one found
by Epstein, 0.22/s. However, most of the
values for lambda that we found were well
above that level, suggesting the operation of
additonal "psychological" mechanisms in-
volved in the observed curvature. Further-
more, the time constant found for Lehigh
Valley feeders was 59 s, indicating that it
would require some 3 min for the process of
removing grain from the hopper to reach 95%
of completion. This is on the same order as a
satiation function for pigeons; depletion from
feeders of this design is essentially linear over
the range of hopper times of typical experi-
mental interest and cannot account for the
observed curvature.
Concave utility functions, such as repre-

sented by Equation 3, are inconsistent with
assumptions that animals maximize the
number of calories acquired in some unit of
time. Because later instants of eating are "dis-
counted" more than earlier instants, such con-
cavity provides a way of weighting the magni-
tude of a reward less heavily than its fre-
quency. It is possible to generate plausible
foraging scenarios in which this is a good thing
to do. But I turn now to a more molecular
analysis. What behavioral mechanisms might
underlie such concavity? The second, third,
and nth seconds of access to food are not con-
tiguous with the response that initiated the
reward: They are separated from it by a
delay-a delay filled with a most significant
(eating) activity. That activity may block rein-
forcing effects of subsequent eating in that
bout. If the probability of blocking is constant
through the interval, then an exponential gra-
dient will result, and the integral of reinforce-
ment strength for the bout will be Equation 3.

It is also known that as hopper durations are
increased to 4 s, pigeons' ability to report
whether a response initiated the feeding de-
creases to chance levels (Killeen & Smith,
1984); that rate of decay ofmemory indicates a
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lambda of 0.5/s, which is within the range
reported here.

I have not attempted to eliminate other
possible utility functions, such as power func-
tions. Equation 3 is recommended by its con-
sistency with several theoretical perspectives
(blocking, and exponentially weighted moving
averaging of input; Killeen, 1981). Its predic-
tions differ from those of power functions: For
the latter, animals should show the same pref-
erence between two magitudes so long as their
ratios are constant (e.g., 12 s should be pre-
ferred over 6 s by the same amount that 4 s is
preferred over 2 s); for Equation 3, preference
should decrease as absolute durations in-
crease, even if the ratios are held constant.
These details are less important than the fact
that in all but two of the dozen studies in-
spected here, the utility function is nonlinear,
and in most cases strongly so.

Interaction of Incentive Value and Delay
Increasing the magnitude ofan incentive in-

creases its ability to bridge delays, above and
beyond biasing the organism in favor of that
alternative. But why should greater incentive
value flatten the delay gradient? The rationale
for the exponential form of the gradient was
based on the presumption of a constant prob-
ability of blocking of the primary effects of an
incentive by intervening stimuli or responses.
If this is the mechanism that produces the gra-
dient, why should not increased value of re-
ward increase blocking to the same extent that
it increases the association with the target
response, and therefore have no net effect? I
earlier (Killeen, 1982b) suggested that the
target response often has the advantage in
association, because it is usually a 'prepared,"
or 'terminal," response- one that is likely to be
elicited by the incentive; increased amounts of
reward may merely increase this advantage.
This hypothesis is lent support by the data of
Reid and Dale (1983), who varied the amount
of reward and measured its effect on schedule-
induced drinking and hopper approach. They
found that hopper approach increased and
drinking decreased when large meals began or
ended an interval.

If this chain of reasoning is correct, the in-

teraction of value with gradient will be less ex-
treme for responses that are not differentially
associable with that incentive (i.e., that are
"unprepared"). For responses that incur strong
competition (i.e., are "contraprepared"), in-
creasing the magnitude of a delayed reward
may actually be counterproductive. The exact
class of these responses depends, of course, on
the nature of the incentive. These predictions
should be easily tested and are important for
our understanding of the nature of constraints
on conditioning. This may, for instance, be
the mechanism of 'instinctive drift" (Breland &
Breland, 1966; Timberlake, Wahl, & King,
1982), in which particular response topogra-
phies are favored by delayed rewards.
The interaction of magnitude with delay is

established, but its mechanism is uncertain.
The above speculation- that increasing the
magnitude of a delayed reward might faciltate
"prepared" responses such as reaching for the
reward, but undermine "contraprepared re-
sponses" such as withdrawal- has important
implications for self-control. Some responses
may be more easily emitted in efforts at self-
control than others; it may be easier to say
'No" than to leave a situation; people may clap
a hand over their mouths to stifle a verbal
response, and they may jam their hands in
their pockets to prevent fidgeting (Skinner,
1953, p. 231). It is responses, not the organ-
ism, that are motivated and conditioned, and
different response classes have different prop-
erties. Skinner (1953, p. 295) spoke of the "self
as "a functionally unified system of responses,"
but such unity is strained by rewards and
punishers. We may wish one thing with our
neutral ("unprepared") verbal responses, yet
continually find ourselves doing otherwise
with responses that are more tightly bound to
their rewards.
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