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Although theorists may be found in frequent con-
troversy, experimenters differ in their approach to
behavior, and data are sometimes ambiguous or sub-
ject to debate, the experimental organism is always
right. His behavior is real, lawful, and always appro-
priate to the instantaneous conditions of his internal
and external environments. It is basically the exper-
imenter's job to gain control over those environmen-
tal conditions.

In the laboratory, the experimenter emits a variety
of behavior and then attempts to relate changes in his
behavior with changes in the behavior of the organ-
ism under study. The ideal result of such interactions
is the statement of definitive relationships which ulti-
mately give rise to what is called "understanding of
behavior." Unfortunately, however, we do not have
definitive statements or relationships giving us an
understanding of what behavior on the part of the
experimenter most effectively generates relationships
acceptable to the body of behavioral science. Al-
though they are not observed under controlled condi-
tions, variations in behavior from one experimenter
to another, or within a given experimenter, suggest
that he can state definitive relationships between him-
self and his organism only insofar as he is able to
control and manipulate the relevant environmental
conditions. Yet, only occasionally is the experimen-
ter's primary effort to gain control and to manipulate.
To do so, in fact, is often punished by other experi-
menters and theorists. The occasion for punishment
would seem particularly strong when the gains in

control are substantial and when the interaction be-
tween the experimenter and his organism does not
immediately result in definitive relationships, but
only suggests feasible ones in terms inadequate for
conventional language and conceptual analysis. In
spite of the occasional punishment for efforts prima-
rily directed at bringing more of an organism's be-
havior under experimental control and subject to
manipulation, we know that such efforts always set the
occasion for the obtaining of definitive relationships;
and, moreover, that somehow this behavior is main-
tained.
The material to follow represents, in part, the re-

sults of several years of laboratory effort in which the
pursuit of behavioral control progressively took pre-
cedence over the statement of problems and answers,
and in which it was often pursued in their absence.
The major result of this effort has been a demonstra-
tion that it is feasible to build, describe, and manip-
ulate complex samples of behavior under controlled
conditions, on a scale limited only by our individual
laboratory behavior. It has been the argument of this
section that to do so is in many ways basic to the
building of a science of behavior. The following
sections are concerned with: first, the nature of multi-
operant behavior and general problems of its estab-
lishment and analysis; second, the conceptual and
notational description of multi-operant behavior;
and, finally, the reporting of the laboratory story
which largely generated the notions and points of
view presented below.

PART I: THE NATURE OF MULTI-OPERANT BEHAVIOR AND
PROBLEMS OF ITS ESTABLISHMENT AND ANALYSIS

The continuous nature of an organism's behavior
has long been recognized; yet, equally well acknowl-
edged is the argument that behavior can not be
studied experimentally in its entirety, but must be
broken into units of special attention. These analyt-
ical activities are ultimately justified in that the
process occasionally results in useful suggestions rel-
evant to the control of particular behaviors, and, also,
that it aids in the formulation of a more sophisticated
picture of the entire behavioral process.

Current experimental analyses of operant behavior
suggest a view of the behavior process in which spe-

cific operants under the control of numerous classes
of variables are emitted one after another. Thus, one

sort of behavior is followed by another in a contin-
uous and flowing manner due to the consequences of

each segment giving rise to the special conditions con-
trolling the next. A more specific picture of the over-
all behavioral process is, for the most part, unavail-
able. This "conceptual vacuum" is perhaps most readily
accounted for by our failure to establish larger sam-
ples of behavior in the laboratory under well-
controlled conditions. Thus, our history of behavioral
science reflects, on the one hand, rather casual obser-
vation of extensive and naturalistic samples of be-
havior, and, on the other, the careful experimental
analysis of limited and specific operants. Fortunately,
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work of the latter type by Watson, Thorndike, Skin-
ner, and many others has generated the basic tech-
nology and conceptual language for the extension of
experimental analysis to larger samples of behavior
composed of many explicit operants. Although this
work is partially at hand, it progresses slowly and
against considerable resistance. For example, in the
situation in which a rat presses a lever and is rein-
forced with food on some intermittent schedule, it has
long been suggested that not only is lever behavior
established and maintained, but that an observable
and a sizable sequence of behaviors has been con-

trolled as well. Only occasionally is effort directed
towards making that sequence explicit. More fre-
quently, attention is directed at manipulating the
variables controlling the lever behavior and then
explaining those effects in terms of hypotheses about
the existence and importance of other unspecified be-
havior in the sequence. An alternative approach is to

build larger samples of behavior, bringing each under
explicit control, and to then proceed with analytical
manipulations. The point of view here, then, is that
the way to increase our understanding of behavior
is not to analyze a particular bit of behavior exhaus-
tively, but rather to complicate the sample of be-
havior under question as rapidly as good experimen-
tal procedure and technology permit.
The ultimate nature of multi-operant behavior,

then, is largely experimental. It is defined by the
experimental demonstration of several related op-

erants, where each operant is defined in terms of
explicit operations and experimental control. The
problems in establishing and analyzing multi-operant
behavior are therefore largely ones of definition, con-

ceptualization, description, and experimental control.

The Problem of Definition and Units
A persistent problem in the experimental analysis

of behavior has been the selection of units. Histor-
ically, behavior has been fractionated into many terms

and concepts suggesting fundamental properties. A
partial list would include traits, feelings, perceptions,
habits, acts, responses, and reflexes. Although the
problem of finding definitive units of analysis does
not pose itself as a major one for the experimenter
facing practical or strictly empirical questions, serious
difficulties arise when the interest turns to a more

general account of behavior. The presence of these
difficulties is best evidenced by the number of theoret-
ical systems which often develop independently with
untranslatable terms and concepts. Moreover, these
independent systems grow to elaborate proportions
only to disappear, except for perhaps helpful
biases which are sometimes carried over to new sys-

tems. To the extent that the individual laboratory
behavior of an experimenter is materially effected
by the presence or absence of sound analytical units,
then they become his problems as well. A more

cumulative analysis of behavior would hopefully
follow the introduction of less evasive units.

A promising unit of behavior suggested by Skinner
(1953, p. 64-65), and by Ferster and Skinner (1957,
p. 730), and now commonly employed, is the concept
of an operant. Briefly, an operant is a class of behav-
ior in which the emission of a response of this class
may be followed by specified consequences. Usually,
the contingencies between the behavior and the con-
sequences define the formal properties of the operant.
The use of the term operant as a unit of behavior,

however, does not follow from its formal properties
alone, but it is also dependent upon the empirical suc-

cess with which the experimenter can demonstrate its
functional properties (Skinner, 1938). Thus, ideally,
a class of behavior is referred to as an operant only
after the given class of behavior is found to vary in a

unitary fashion with manipulations of given variables.
One difficulty with the operant when used as a

building block for systematic analysis is its sometimes
wide applicability, since an almost unlimited number
of operants may be operationally defined and demon-
strated to embrace workable unitary properties. Gen-
erally, this problem is of little consequence when
simply describing the variables of which a single op-
erant is a function. On the other hand, when the
contingencies and consequences under which a single
operant is examined become highly complex, or when
several interconnected operants are involved, the
freedom in the usual definition of an operant creates
problems in delineating the levels of analysis and in
the translatability of procedures. Thus, with basic
units highly flexible, the analytical reduction of com-
plex samples of behavior to special combinations and
arrangements of more elemental units becomes ex-
tremely difficult. Moreover, it becomes all but impos-
sible to show definitively that one procedure is simply
an abbreviated or expanded part of another.
A more adequate basic unit less subject to the

above sorts of criticism may result in time from fur-
ther work directly upon the problem of units. Recent
work by Gilbert,3 Notterman (1960), and Mechner4
show hopeful developments in this direction. In the
absence, however, of a more fundamental unit of
behavior than that suggested by the operant, one rea-
sonable approach would be that of a more restrictive
definition of the term when referring to units of be-
havior.

Current usage of the term operant as a unit of be-
havior largely emphasizes the manipulation of the
organism. Thus, we speak of bar pressing, key peck-
ing, wheel turning, etc., as the unit of behavior under
analysis, then frequently proceed to describe the pre-
vailing stimulus conditions, the contingencies for re-
inforcement, and the nature of reinforcement simply
as conditions rather than as defining properties of the
behavior under question. This often results in some
confusion. For example, in a simple discrimination
procedure in which lever presses in the presence of a

3Personal communication, 1961.
4Pcrsonal communication, 1961.
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light are followed by food and those in darkness are

not followed by food, are we dealing with one op-

erant (lever presses, under two conditions)? Or, would
a more preferable description of units be that of two

operant: one operant being that of lever pressing in
light followed by certain consequences, and the sec-

ond, lever pressing in darkness followed again by cer-

tain consequences? In the latter case, two operants

would be recognized, one perhaps increasing in
strength and the other declining in strength. With
simple procedures, such distinctions are usually triv-
ial. However, the problem becomes somewhat less
than trivial once the situation embraces several dif-
ferent manipulations by the organism, a variety of
stimulus conditions, complex contingencies for rein-
forcement, and several types of reinforcement.
One alternative solution to problems of defining

the units of analysis would be a partial circumvention
of the problem, emphasizing, instead, a notation sys-

tem which would precisely describe experimental con-

ditions and contingencies regardless of their complex-
ity. Mechner (1959) has suggested such a notation
system, worked out in careful detail. Skinner (1958)
has also suggested a somewhat less extensive classifica-
tion system for describing reinforcement schedules;
and, in addition, many experimenters have developed
and are informally using their own systems to denote
procedures. It is suggested here that although the con-

cise notation of procedures is important, it does not
resolve the problem of units, and that what is needed
for the analysis of multi-operant behavior is a more

extensive conceptual system in combination with
notations.

In Part II, an approximate system is developed
based upon a definition of the operant as a sample of
behavior composed of responses of a given class, emit-
ted under given stimulus conditions, and with stated
contingencies by which members of that class produce
given consequences. In this concept of the operant as

a unit, a change in any of the defining properties es-

tablishes a different operant. The system elaborates
upon this definition and arose, in part, as a necessary

"road map" for the description and analysis of multi-
operant experiments presented in1 Part III.

The Problem of Experimental Control
Although frequently discussed under a guise of

many theoretical and philosophical concepts, the
problem of experimental control is basically one of
"how does the experimenter make the organism do
what he desires?" This is perhaps most readily accom-

plished by hastily manipulating many variables, by
giving the organism more freedom, or by complicating
the experimental situation. Once the experimenter
discovers how to get the organism to do what is de-
sired, he may use this behavior as a base line or as a

stairting point for further demands of performance.
I'he terminal result of such laboratory activities, if
faithfully pursued, is the establishment of an exten-

sive sample of the organism's behavior, all under the

control of the experimenter. If the individual per-
formances are identifiable, have unitary properties,
and are measurable, then one has essentially estab-
lished a multi-operant sample of behavior to which
may be addressed perhaps better and more formal
questions. The alternative approach is to establish
elaborate and rigorous conditions, require very little
behavior from the organism, and then ask, "What will
he do?" This latter approach may generate many
verbal answers, but usually affords little improvement
in experimental control (c.f., Gilbert, 1959; Sidman,
1960).
What type of things, then, does the experimenter

do in order to gain control, or to make the organism
behave as desired? Typically, the experimenter ma-
nipulates deprivation, reinforcement nature and con-
tingencies, prevailing stimulus conditions, and the
nature of the past history. Potential gains in exper-
imental control lie within each of these general
categories by pushing the variables to greater ex-
tremes. For example, with food deprivation, if the
organism's body weight is at 80 per cent of its free-
feeding weight and yet it fails to work in the exper-
imental situation under given contingencies, the ex-
perimenter seldom W>s the organism remain unfed
for 3 or 4 days unei. the behavior comes in. Rather,
he returns the animal to its cage and reinforces with
food, in effect, not working. Concerning the nature of
the reinforcement used, if a given behavior is desired
and the reinforcement has been found weak, typically
we accept this limitation as inevitable rather than
altering the nature of the reinforcement or adding
additional reinforcers to give an enhanced effect.
When contingencies are examined, they are usually
varied over a relatively small range. Thus, fixed-
interval schedules are varied from 1 minute to
20 minutes, rather than from 1 minute to 4 days;
fixed-ratio contingencies are varied from 1 to 200,
rather than from 1 to 100,000. Moreover, in the gen-
eral use of schedules, time-based contingencies seem
to be heavily favored although they call attention to
what the organism may do, rather than what he must
do. In regard to the nature of prevailing stimulus
conditions used in many experiments, they tend to
be left within the organism, or perhaps within the
experimenter, rather than made external and explicit.
Although it has been well demonstrated that the ca-
pacity of the organisms to form discriminations is all
but unlimited, the expansion of simple situations to
more complex, yet explicit, ones has proceeded quite
slowly. This may be due in part to the changes in the
nature of the formal question that may result from
such an expansion process, and to the new problems
it creates in defining and identifying the explicit be-
havior. Manipulations of the past history of the ex-
perimental organism similarly tend to be weak and
limited in scope. Thus, organisms that have an exten-
sive past history from birth-not of the experimenter's
design-are genierally used. Such organisms are placed
under experimental conditions for perhaps a few days
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or weeks, with the hope of establishing subtleties of
behavior that by analogy require perhaps 5 to
10 years to establish in humans.
Although it may be granted that gains in exper-

imental control would likely result from pushing our
variables to extremes, it is often argued that to do so

is not feasible in the usual experimental situations.
It is argued here, however, that it would indeed be
helpful to alter those experimental situations, and
that, in fact, it will be ultimately necessary for the
serious examination of multi-operant repertoires.

PART II: AN APPROXIMATE CONCEPTUAL AND NOTATIONAL SYSTEM

The following system was the outgrowth of at-
tempts to briefly characterize involved procedures and
to provide a conceptual analysis by which extensive
samples of behavior could be expressed as special com-
binations and arrangements of simpler components.
It was not designed for exact specification of proced-
ures such as schedules of reinforcement, nor for the
elaborate identification of special experimental condi-
tions such as color of lights, etc. Rather, it assumes
these will be specified primarily in other modalities.
The system consists simply of a definition of the

operant which permits distinction as to several types.
The alternative combination of operants results in
two larger units of analysis called an option on the
one hand and a chain on the other. Combinations of
chains and options constitute a larger unit, called a
tree; and several trees taken together then define a
still larger unit of analysis, called a grove. Generally,
the relation between the behaving organism and its
environment is limited to three logically exhaustive
categories: The first is when specified behavior pro-
duces certain consequences; the second is when the
nonemission of specified behavior leads to certain con-

DEFINING PROPERTIES

1. Response class

a. Positive

b. Negative

2. Stimulus conditions prior to reinforcement

3. Contingencies for reinforcement

4. Nature of reinforcement
a. Major reinforcement event

b. Stimulus conditions and contingencies fol-
lowing reinforcement event.

sequences; and the third is when environmental
events or consequences occur independently of the
behavior.

Operants
An operant was previously defined in Part I as a

sample of behavior composed of responses of a given
class, emitted under given stimulus conditions, and
with stated contingencies by which members of that
class produce given consequences. It was implied as
well that the ultimnate meaning and usefulness of such
a concept is tied to possible experimental operations
and manipulations. Thus, the present definition of an
operant as a unit of behavior follows not from a
rigorous and formal logical analysis, but simply from
the specification of various defining properties which
themselves may in turn be specified by experimental
operations or convention. These defining properties
together with an indication of their notations are pre-
sented below.

In the present system, a given set of specifications,
one for each of the defining properties, would identify
a particular operant. For example, on a fixed-ratio

NOTATION

Designated by explicit experimental conditions
where necessary.

FR, Fl, VI, or other conventional symbols.

SR, primary positive; SR-, primary negative.

Sr, conditioned positive; Sr-, conditioned negative.

sR
I,major reinforcement followed by the

same conditions as those prior to major reinforce-
ment event. (Subscripts used to denote conditions
to which there is a return.)

SR
*,major reinforcement event followed

by conditions different from those prior to rein-
forcement.
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schedule of one response, bar pressing in the presence
of light produces food and then reinstates these con-
ditions. Such an operant would be noted

(LIGHT)

opl SR(FOOD)

FRI I

where op 1 would be defined as bar pressing in light;
FR 1 is fixed-ratio one; SR indicates reinforcement;
and the vertical bar under the reinforcement symbol
with the subscript numeral 1 indicates that following
reinforcement, the conditions prevailing prior to re-
inforcement are reinstated. Another set of specifica-
tions which differed in any of the defining properties
would identify another operant. Thus, in the above
example, a different response class, or the same re-
sponse class under different stimulus conditions prior

TYPE

Positive
oP

(I) I

op sR

~~~SR

(3)

(4) _ 11

op sR

(5) / >>

Negative

op s
(I) -il

sR

(2) op

op SR
(3) - 1 >

op S
(4) -- H

op SR
(5) - *

to reinforcement, would define a different operant.
Similarly, changes in the contingencies or in the na-
ture of the reinforcement would constitute other op-
erants. Hence, in the present system, an almost infi-
nite number of operants is identifiable. However, a
consideration of the response class and the nature of
reinforcement suggests general types of operants and
a simple classification.

All possible operants are divided into two major
categories, positive operants and negative operants.
A positive operant is distinguished by a definition of
the response class in which the organism is required
to emit specified behavior. On the other hand, the
negative operant is distinguished by an equally well-
specified response class, but it is the nonemission of
that specified behavior which leads to given conse-
quences. Thus, an example of a positive operant
would be bar pressing under stated stimulus condi-
tions, and stated contingencies producing given con-
sequences. An example of a negative operant would

DESCRIPTION

Response class specified in positive terms

Instance of class produces reinforcement and reinstates conditions
prior to reinforcement.

Instance of class produces reinforcement and is followed by condi-
tions unlike those prior to reinforcement.

Instance of class produces reinforcement; and at one time reinstates
conditions prior to reinforcement, and at another time is followed
by conditions unlike those prior to reinforcement.

Instance of class produces reinforcement; and at one time reinstates
conditions immediately prior to reinforcement, and at another time
reinstates a different set of conditions also prior to that reinforce-
ment.

Instance of class produces reinforcement; and at one time is fol-
lowed by one condition and at another time a second condition,
both conditions being different from those prior to reinforcement.

Response class specified in negative terms

Nonoccurrence of the specified behavior produces reinforcement
and reinstates conditions prior to reinforcement.

Same as Type (2) positive operant except for negative specification
of behavior.

Same as Type (3) positive operant except for negative specification
of behavior.

Same as Type (4) positive operant except for negative specification
of behavior.

Same as Type (5) positive operant except for negative specification
of behavior.

117



JACK.D. FIANDLEY

be the nonemission of bar presses under stated stimu-

lus conditions and stated contingencies producing

given consequences. Although the distinction of a

negative operant is something of a logical device and

does not draw attention to what the organism is act-

ually doing, it is frequently encountered in exper-

imental work. For example, in avoidance conditions

the nonemission of specified behavior may lead to

blackout conditions, shock, resetting of contingencies,
etc. The use of no-response conditions in other situa-
tions is regarded as a limited-hold contingency (Fers-

ter & Skinner, 1957). In general, the lack of apparent

specification of the term "no response" is partially
compensated for when used in a unit of behavior
where the defining properties other than the response

class are well specified in positive terms.

In conventional discourse, two terms are often used
interchangably: "reinforcement" and "consequences."
The term reinforcement is most often used with ref-
erence to specified events such as the delivery of food,
shock, or specific conditioned reinforcement. The
phrase "consequences of behavior" typically has a

broader reference, and calls attention not only to

specific events such as the delivery of food but also
to the nature of conditions following such events.

Abundant experimental evidence suggests that a par-

ticular behavior is affected by its total consequences,

although in certain experimental situations, some

aspects of the consequences may be relatively more

important than others. In the present system, the
operants are classified not only by the positive or

negative aspect of their response class, but also by
two logical categories suggesting the type of condi-
tions following the major reinforcing event. This
classification of operants was presented above.

Although operants could be classified in several
ways other than on the basis of the nature of the re-

sponse class and the consequences, this method has
been used here because of its relevance to conven-

tional discourse, and because its notation leads to

a relatively simple system of combining several
operants.

Chains
One conceptual arrangement of separately identi-

fiable bits of behavior is that of a serial pattern in
which the consequences of one type of behavior pro-

duce the conditions for the next. The term typically
used to convey such a sequence of behavior is called
a chain (Skinner, 1938). Thus, in the present system,

a serial arrangement of two or more explicit operants
with no ostensible alternative to the sequence is de-
fined as a chain. It is here considered a larger unit of
analysis in that it is reducible to component operants
both by definition and experimentally, and since the
total sequence of operants may be demonstrated ex-

perimentally to vary together in a unitary fashion
with the manipulation of given variables (Part III).

Several illustrative chains are presented below with
their notations and verbal descriptions. It is assumed

that each operant within a given chain would be
fully specified as to its defining properties, although
the stimulus conditions and exact description of the
other properties have been omitted for simplicity.

op I r 2 sR (FOOO)
(I) I

FR Fl

In this two-operant chain, emission of specified be-
havior, under specified conditions, that satisfies the
contingencies (op 1), produces the onset of stimulus
conditions for the second operant, where specified
behavior that satisfies the Fl contingencies produces
food reinforcement (op 2), and then reinstates the
conditions for the first operant. (The small numeral 1
subscript under the primary reinforcement symbol
indicates that following the delivery of food, the con-
ditions for operant 1 are reinstated.)

(FOOD) (H20)
pI sr op2 sR 3 SR

(2) t -
FR FR FR

In this three-operant chain, each of two operants
(op 2 and op 3) produces a primary reinforcement.
Following delivery of the water reinforcement, the
conditions for operant 1 are reinstated.

p I sr op2 Sr op3 sR(FOOD)
FR FR FR

This three-operant chain has a single primary re-

inforcement which follows a more complex serial
order. The general meaning of the double-bar symbol
below the primary reinforcement, together with its
subscripts, is that following the delivery of reinforce-
ment: Sometimes, the conditions for operant 1 are

reinstated, and, at other times, the conditions for
operant 2. The particular sequence, whether random,
single or double alternation, etc., would be specified
with further symbols or simply with a verbal state-
ment. If the subscript were assumed to indicate sim-
ple alternation, then the sequence of operants would
be 1, 2, 3, reinforcement, 1, 2, 3, reinforcement, 2, 3,
reinforcement, 1, 2, 3, reinforcement, etc. The mini-
mum number of operants before primary reinforce-
ment would always be two.

p Sr op2Sr op3 R (FOOO)

FR FR FR I

This is a three-operant chain similar to the one
above, but providing for the repetition of two early
operants in the chain before the third operant (op 3)
produces the primary reinforcement. The symbols
below the indication of conditioned reinforcement in
operant 2 would mean that at one time conditions
for operant 1 are reinstated and at another time
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operant 2 is followed by the conditions of operant 3.
If this is assumed to be simple alternation, the se-

quence of operants would be: 1, 2, 1, 2, 3, reinforce-
ment, 1, 2, 1, 2, 3, reinforcement, etc. In this case,

the minimum number of operants before reinforce-
ment would be five.

oPI Sr op 2 Sr °P 3 Sr(5) - -
'0,

!

FR FR FR I

In this three-operant chain involving no primary re-

inforcement, the reinforcement for each operant

would simply be the production of the conditions for
the next operant. Although it is only occasionally in-
vestigated experimentally, such a chain focuses atten-

tion upon the manipulative properties of the re-

sponse classes selected. Thus, the classes of behavior
would presumably be wheel turning, latch manipula-
tion, or other bodily movements reinforcing in their
own right. On the other hand, if the conditioned-
reinforcement symbols had specific designation such
as Sr (tone), the chain would focus attention upon

the external sensory consequences of the behavior in
the sequence. In this latter case, the response classes
would presumably be chosen to minimize inherent
reinforcement.

oP I Sr R(fOOD)
(6) op 2 7

FR T.C.

This two-operant chain is composed of one positive
operant and one negative operant. Emission of speci-
fied behavior in the first operant which satisfies the
given contingencies produces the conditions for the
second operant. The nonemission, or absence of be-
havior, of a specified class satisfying a given temporal
contingency (T.C.) produces food reinforcement and
then reinstates the conditions for operant 1. It should
be noted that in a negative operant the contingencies
for reinforcement always involve temporal factors;
moreover, these are not specifiable independently of
the consequences provided for positive instances of
the response class. For example, it could be stated
that no bar press within 1 minute would produce the
food; however, the consequences of a bar press as

they affected the temporal requirement would also
need specifications, such as resetting of the interval.
It would seem that with the consequences of both
positive and negative instances of a class specified,
the operant would be positive. However, such is not

the case, since it is the nonemission of the behavior
which produces the food and in turn defines the
class. The positive instance of the class only produces
changes in the temporal requirement, hence the term,
negative operant. If the temporal contingency is de-
fined independently of the behavior, we are no longer
dealing with an operant, but with a behaviorally in-
dependent event or contingency (B.I.C.). These are

discussed under a separate heading.

op I Sr op2
Sr

op3 sR(fOOD)
T.C. T.C. T.C.

This three-operant chain is composed of negative
operants and involves primary food reinforcement.
Nonemission of behavior in the first operant which
satisfies the temporal contingencies produces the
conditions for the second operant, which in turn pro-
duces the conditions for the third operant, which
produces the food and reinstates the conditions for
the first.

oP I SR(FOOD) SR- (SHOCK)
(8 ) o ~~op2 s

FR T.C.

This is a two-operant chain composed of a positive
and negative operant with both positive and negative
primary reinforcement. In this chain, completion of
the FR requirement produces food reinforcement and
the conditions for the second operant. The nonemis-
sion of specified behavior in the second operant pro-
duces an electric shock and the conditions for the
first operant. In such a chain, the resulting behavior
in each operant would presumably be a function not
only of its own nature, but also of the conditions
of the other.

pI
R-

2
sR-

op
SR-

T.C. T.C. T.C.

This is a chain composed of three negative operants,
each with primary negative reinforcement. Although
not usually investigated experimentally, such a chain
would suggest three avoidance-type operants, with the
nonemission of specified behavior producing negative
reinforcement and the conditions for another such
operant. Variations in the severity of each aversive
event suggest interesting experimental possibilities.

(10) op Isl op 2 op3 s
T.C. T.C. T.C.

This is a three-operant chain with negative operants
and no primary reinforcement. Although again not
usually established experimentally, such a chain
would suggest the nonemission of various specified
behavior producing a variety of sensory events. By
the inclusion of primary positive reinforcement and
the careful selection of particular response classes,
a sequence of behavior presumably could be estab-
lished whose outstanding properties would be the
absence of overt movements.

Options
Although all complex samples of multi-operant

behavior may be said to involve the chaining process,
designating all such behavior as chains would be over-
working the term. Hence, in the above section the
term chain was restricted to a serial-type arrangement
of operants which demanded a prescribed sequence.
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In this section, a parallel arrangement of operants is
considered and is referred to as an option. A parallel
combination of operants suggests at least two major
types of conditions, which have been generally re-
garded as concurrent scheduling on the one hand, and
alternative or choice behavior on the other. Experi-
mental investigations focusing upon both of these
types of behavior situations have been extensive.
From the experimenter's point of view, since the
organism may be said to have a choice in both in-
stances, a parallel arrangement of operants is termed
an option; and the two types are designated simply
as reversible or nonreversible. It should be noted
that even when the behaviors are made explicit ac-
cording to the above definition of an operant, much
critical behavior of the organism is left unspecified
in an option. For example, in concurrent scheduling
of reinforcement conditions, the experimenter usually
cannot specify the exact stimulus and behavioral
events that eventually lead to one consequence or
the other at a given instance in time. Experimental
attempts to bring more of such behavior under ex-
plicit experimental control suggest that a behavioral
chain is involved (Findley, 1958). However, when it
is impractical to specify such a chain, or the focus
of investigation is upon other aspects of the organ-
ism's behavior, it would seem most advantageous to
identify that behavior which is specifiable and con-
sider it a unit of analysis in its own right. Thus, in
the present system the option is considered a unit
of behavior. Experimental evidence bearing upon its
manipulative properties is presented in Part III.
Examples of several options are described below.

opl sR (FOOD)

Fl 82

op2 sR(H20)

FlI
18&2

This is a reversible option composed of two operants,
each involving a positive primary reinforcement. The
vertical line connecting the two operants designates
that the conditions for both are concurrently in effect.
Thus, the organism could pursue both specified be-
haviors without the emission of one affecting the con-
tingencies of the other. The satisfaction of either
contingency, however, would produce a specified
reinforcement and then reinstate the original condi-
tions of the option. The reinstated events are in-
dicated by the subscripts 1 and 2 under each
reinforcement.
Option (2) is similar to the one above but is non-

reversible. In this case, the two symbols located on
the vertical line connecting the operants indicate
that the two behaviors are alternative and mutually

(2)
OP I sR (FOOD)

FR I 82

op 2 sR (H20)

FR 18 2

exclusive. If. the FR requirement were one, no prob-
lem in description would be encountered because the
first emission of a response of either class would
produce reinforcement and reinstate the option.
However, if other schedules of reinforcement were
used, some ambiguity in description would be pos-
sible. In general, the above symbolization is taken
to mean that the first response of either class elimi-
nates the stimulus conditions and possibility of re-
inforcement in the other; hence, the term non-
reversible.

oP I sR(FOOD)
(3) -FR 18 2

op 2 SR-(SHOCK)
T.C. 182

This is a reversible option involving a negative
operant with the possibility of both positive and
negative primary reinforcement. Emission of be-
havior defined in the first operant which satisfied
the FR requirement would produce food and re-
instate the option. The nonemission of the be-
havior specified by the second operant would produce
shock and reinstate the option. It should be noted
that the delivery of either reinforcement would reset
the contingencies of both operants, but that the
contingencies for each would be unaffected by alter-
nation from one class to another.

(4)
sR-(SHOCK)
-a
18a2

op 2 SR-(SHOCK)

T,.I a 2

Thlis is a reversible option with two negative oper-
ants. This option would suggest the maintenance
of two avoidance behaviors with perhaps chronic
alternation. Interesting possibilities exist for the con-
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sequences of nonemission of either behavior. If the
temporal contingencies were different, the aversive
event delivered would be the one associated with the
shortest contingency. However, if the contingencies
were identical, the above symbolization would indi-
cate the delivery of both.

op I sR(FOOD)
(5) I

FR

op 2

VR I82

This is a two-operant reversible option with a single
positive primary reinforcement. In such an option,
the completion of either contingency would produce
the same reinforcement condition and then reinstate
the option.

op I sR (H20)

(6)
FR

op 2

Fl 2

This option is similar to (5), but is nonreversible.
In this case, the first emission of a response of either
class would remove the conditions for the other
operant. Such an option would suggest a schedule-
preference experiment in which the defining prop-

erties of both operants were for all practical purposes

identical except for the reinforcement contingencies.

(7)

Op I SR(FOOD)

FR

op 2

FR

op 3

FR
1 ,2 a 3

This is a nonreversible option composed of three
positive operants and having identical reinforcement

conditions. This option is essentially of the same
form as (6) except for the inclusion of an additional
operant and for the rearrangement of the non-

reversibility symbols. With identical reinforcement
schedules and stimulus conditions but different re-
sponse classes, such an option should suggest a pro-
cedure for evaluating response preference, the dimen-
sion of the response being perhaps magnitude, force,
or position.

op I op 3 sR(FOOD)

FR FlI

op 2 op4

1
F I FR I 2

This is a nonreversible four-operant option. In this
option, the alternative behaviors of operants 1 and 2
both produce the conditions for the alternative be-
havior of operants 3 and 4. Satisfaction of the con-
tingencies of either of these latter two behaviors pro-
duces the food reinforcement and reinstates the
option. Although the option here is of a complex
nature and obviously involves a serial order and
the chaining process, it is designated as an option
because the experimenter only partially determines
the specific serial order of operants. The schedules
indicated above were included to describe a possible
experiment in which the preference for two alter-
native schedules of reinforcement might be examined
as a function of the proximity to the primary re-
inforcement.

OP I sR(FOOD)
(9) -

FR

op2 Sr

FR

This is a two-operant option in which one operant
leads to food reinforcement and reinstatement of the
option and the other leads to conditions other than
those of the option. Such an option would ordinarily
be examined in conjunction with more complex sam-
ples of behavior, but it is included here to illustrate
that particular behaviors within an option need not
always reinstate themselves.
Option (10) with two operants, one of which is

negative and produces conditions other than those
of the optioin. In this option, the positive emission
of behavior in the first operant leads to food and
reinstatement of the option, and the nonemission
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opISIR (FOOD)
010) ";I I

(0) FR l82

op Sr
T.C.

of behavior in the second operant leads to conditions
outside of the option. An interesting complication
presents itself if the positive emission of. behavior
in the second operant not only resets its temporal
contingencies, but also resets the contingencies of the
food-reinforced operant. Such an interconnection of
contingencies could also be reversed such that a posi-
tive response of either operant resets the temporal
contingencies of the second operant. However, the
symbolization presented in (10) is not usually taken
to mean that the contingencies for one operant are
partly specified in terms of behavior on the other;
rather, it means that the contingencies for rein-
forcement of each operant are independent. It will
be noted that in this latter case with the contingencies
independent, the nonemission of the specified be-
havior of operant 2 resembles what is termed in com-
mon experimental procedures a limited-hold condi-
tion. It differs from the usual limited hold in that
the behavior which keeps the option in effect is the
explicit, positive responses in operant 2, not the food-
reinforced behavior of operant 1. Because the non-
emission of behavior in operant 2 leads on to condi-
tions other than those of tihe option, it might suggest
a similarity to conditions of a multiple schedule.
However, in the present system the use of the term
multiple schedule is restricted to conditions involv-
ing behaviorally independent contingencies.

Behavior-independent Contingencies
In the laboratory examination of behavior, pro-

cedures are frequently arranged in which various
events occur independently of the behavior of the
organism under observation. Examples of such pro-
cedures in the laboratory are identified by the experi-
menter's delivery of "free reinforcement," arbitrary
alternation of stimulus conditions, reinforcement
contingencies, etc. Even when such events occur in-
dependently, they nonetheless often result in be-
havioral effects. Such effects have been referred to as
superstitious behavior (Skinner, 1948). The laboratory
implementation of independent events is usually by
the use of temporal contingencies defined independ-
ently of the behavior of the organism under obser-
vation, but used concurrently with observation of
particular behaviors under other contingencies. Oc-
casionally, such independent events are arranged not
by clocks, but by the behavior of other experimental
organisms. In the present system, both types of in-
dependent events, i.e., from the use of clocks or

another organism's behavior, are termed behavior-
independent contingencies and are symbolized by
option-type notation because of their concurrent use
with other samples of behavior. Several such arrange-
ments are illustrated below.

oP I sR (FOOD)

(I) -HI
FR

sR(FOOD)

B.IAC.
This is an independent contingency producing a
primary reinforcement and programmed concurrently
with an operant. Completion of the FR contingency
in the operant would produce food and reinstate only
that contingency. Satisfaction of the independent con-
tingency similarly would produce food and reinstate
only its contingency. If the operant. reinstated the
original conditions of the independent contingency
as well as its own condition, the former obviously
would not be a behaviorally independent event. On
the other hand, more complex cases are possible if
the production of food by the independent contin-
gency were to be followed not only by the reinstate-
ment of itself, but also the reinstatement of the
original conditions for operant 1. In this case, how-
ever, the contingencies of reinforcement as a defining
property of operant 1 would not be specified simply
by the FR, but would also have to include reference
to independent events.

(2) op I sR(SHOCK)
T.C-

SR-(SHOCK)

B.i.C. lA

This is an independent contingency similar to (1)
above but used concurrently with a negative operant
producing electric shock. Such a symbolization would
suggest an avoidance experiment using the delivery
of "free" shocks.
Option (3) shows three independent contin-

gencies used with three different operants. The
conditions for the first operant are in effect until the
first independent contingency is satisfied. This then
produces the conditions for the second operant and
the second independent contingency, which in turn
gives rise to the third pair of concurrent conditions.
Completion of the third independent contingency
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oP I SR(FOOD)

FR
op 2 sR(FOOD)

F I 2
l °op 3 sR (FOOD)~~~~~~~~~~~~~~
2

reinstates the original conditions. This complex of
operants and independent contingencies describes
what is basically a "multiple-schedule" procedure
(Ferster 8; Skinner, 1957). It should be noted that
technically the contingencies for reinforcement within
each operant are not completely specified in such
a procedure since they interact with the behaviorally
independent event. In general, even when the in-
dependent contingency is combined with an operant,
it is not here considered a unit of behavior. The unit
in question here is simply the operant. However, an

independent contingency would be permissible as

part of a behavioral unit, as, for example, in an

option when one of the alternative behaviors pro-

duced or put into effect an independent contingency.

Trees and Groves
Thus far, three units of behavioral analysis have

been described-the operant, chain, and option-to-
gether with behaviorally independent contingencies.
These samples of behavior may be studied in them-
selves or used to build and describe still larger
samples of behavior. Thus, chains or operants may be
combined with options to yield what is termed a tree.
A combination of two or more trees describes an even

larger sample of behavior, referred to as a grove.
The tree is defined as a combination of an option

with a chain or operant such that behavior from at
least one specific operant is always required for each
completion of the behavioral sequence. When one
considers the possible variations in operants, chains,
and options, such combinations greatly increase the
scope of possible behavior samples which could be
described. The following illustrations, however, are

largely restricted to simple cases and are not intended
to be exhaustive.

op 2 SR(FOOD)

FR I

op3 SR (HaO)

1

This is a simple tree composed of an operant and
an option. Behavior of the first operant leads to the
alternative operants 2 and 3. Either of these operants
produces a primary reinforcement and reinstates the
conditions for operant 1.

(2)
op 3 SR (FOOD)

FR I

FR FR

op 4 SR-(SHOCK)
T.C.

This is a tree composed of a chain and a reversible
option. Here, operant I produces operant 2, and
operant 2 produces the concurrent conditions of
operants 3 and 4. Following the delivery Qf food
from operant 3, the tree is reinstated, whereas the
nonemission of behavior of operant 4 leads to shock
and reinstatement of only the option. Numerous
possibilities could follow alteration of the reinstate-
ment patterns.

(3)
op 2 SR (FOOD)

FRtOO
op I

FR 100
op3 op4 SR(FOOD)

FR50 FR50 I

This tree is composed of an operant and a non-
reversible option, in which one of the alternative
behaviors -does not reinstate the tree but produces an
additional operant. The specific schedules were in-
cluded to suggest a possible preference-type experi-
ment. For example, if the option for operant 2 is
exercised, two operants precede primary reinforce-
ment. However, three operants would precede rein-
forcement with the choice of operant 3.

(4)
op I

FR

This tree is composed of an operant and an option
in which the organism may remain under the con-
ditions of the option provided the temporal con-
tingency of operant 3 is not satisfied. Both the delivery
of food in operant 2 and the positive emission of the
specified behavior of operant 3 would reset the
temporal contingencies. Once the temporal condition
times out, however, the conditions for operant 1
would be reinstated.

(I)

op I

FR
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(5)

op 4

FR
F

op 2

FR
opI op 5 S

FR T.C. 2

op3 Sr-

T.C. I

This is a behavior grove composed of several trees
similar to (4). In this grove, the organism may (8)
remain in the conditions of operant 8 provided the
temporal contingencies of operant 9 are not satisfied.
Thus, provision is made for regression to earlier mem-
bers of the grove or for progression in the sequence
depending upon the behavior within each option.

op4 5R (FOOD)

FtI

op I
(6)

Fl

op 2

F I

op5 SR (HtO)

Fl 2

This grove is composed of two trees with a common
operant, in which several possible sequences of
operants are available to the.organism. The reversal
of the direction of the nonreversibility symbols in the
first option simply indicates that the alternative be-
haviors of operants 1 and 2 both produce the condi-
tions for operant 3. Following the delivery of food
in operant 4, the conditions for operant 1 are rein-
stated; and following water, the conditions for oper-
ant 2 are reinstated. Thus, operant 3 is always com-
mon to the several sequences of operants.

(7)

op 2(a) sRo
op I (a) F

FR

8

T.C. 687

T.C. 485

op I

FR

_ sr (SOUNDS)

FR I

Grove (7) is composed of two trees arranged essen-
tially in tandem and illustrates a matching-to-sample
type of procedure. Each operant is numbered, and
the (a) or (b) symbols are used to indicate that in
each operant the defining stimulus conditions are of
either type. Operant I (a) produces an option be-
tween operants 2 (a) and 3 (b). If operant 2 (a) fol-
lows, food is produced and followed by the condi-
tions for operant 4 (b). A choice of 6 (b) in the last
option produces food and reinstates the conditions

op 5(a) Sr-(T.O.)

)OD)op 4(b) FR 4(b)

FR

7op 6(b sR(FOOD)

FR 1)

FR (a)
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for 1 (a). The failure of the organism to select the
operant in each option which matches the stimulus
properties of the operant producing the option leads
to a timed-out condition and reinstatement of that
part of the grove.
Grove (8) is composed of several trees and provides

for the production of four different reinforcement
conditions. The delivery of each reinforcement is
followed by reinstatement of the conditions for oper-
ant 1. Numerous possibilities exist for different se-
quences by alteration of the reinforcement condi-
tions. For example, if both operants 4 and 5 pro-
duced food, operant 4 could be arranged to rein-
state operant 2 and operant 5 to reinstate operant 1.
Such an arrangement could be used to compart-
mentalize the behavior associated with reinforcers
of a given type and thus circumvent the necessity of

Op I SR(FOOD)

'9' 1--'

FR 1I2

going through the entire sequence for each primary
reinforcement.

Behavior grove (9) is composed of trees in which
one operant is common both to the preceding option
and the subsequent tree. Thus, in this grove, oper-
ant I produces food and reinstates only itself. Oper-
ant 2 is concurrently in effect with operant 1, but
its only function is the production of the subse-
quent option. Although this type of grove suggests
some similarities with a multiple-schedule procedure,
the translation of conditions from one reinforced
operant to the next is under the organism's control
via the specific operants 2, 4, and 6. It is also similar
in some respects to the grove in example (5), but it
allows the progression of operants to flow in only one
direction.

In most of the illustrations of the present system
presented above, emphasis has been placed upon the
more or less detailed description of behavior samples.
The example grove (10) is included to illustrate an
extension of the system to still larger repertoires of be-
havior. In this case, the meaning of the symbolization
is more general. Capital letters designate not oper-
ants, but behaviors which might be composed of many
operants and described in detail separately. Special
reinforcement and reinstatement .conditions are de-
scribed with words or with letters and enclosed in
boxes.

In this example, the behavior A is considered to
be restricted to a special chamber where the organism

I ~~~BX
-|1 NUTS |- -*
I FRSO

C I

^-.'*| PELLETS |C

FR 10

A = REST, SLEEP, a WEIGHING

BI a DI a SIN

B X & D X - CONSEQUENCES OF SIN

B2 a D2 zWORK

Cl,2 83: FEEDING

E 1, 2 &3: PLAY

C2
H20 CI |

C3

C4~~~~~~~~~~~~~~

D I D X

FI

LIGHT
... .w.J-hFR~ ~ ~ ~~~Ihours

7

D2

FR 10

E I

I|LIGHT | E I
E2

-* - *| MIRROR I E I
E3
E4*| SOUNDS E

E 4

(10)
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rests, sleeps, and is weighed. Specific behavior is re-
quired to escape from this chamber and for the pro-
duction of the option between behaviors B1 and B2.
The behavior B2 is considered a matching-to-sample
task. Completion of an FR of 10 correct matches pro-
duces the feeding option. Within this option, the
organism may emit alternative behaviors producing
food pellets, water, or nuts; and following reinforce-
ment, they produce reinstatement of that option. If
the behavior of B1, which is a relatively easy be-
havioral requirement, had occurred in .the first
option, it would have produced a reinforcement of
nuts to be followed by the conditions for behavior B.
The behavior of B1 is considered to be an FR require-
ment of 50 on a manipulandum requiring consider-
able work. Completion of the requirement in be-
havior B1 would be necessary for reinstatement of
behavior A and access to all other aspects of the grove.
If the organism is in the feeding option and emits
the behavior of C 4, the next option is produced,
which is a choice between behaviors D1 and D2. The
behavior of D2, which is considered a complex count-
ing task when properly executed, produces the next
option, composed of several behaviors reinforced with
conditioned rewards. The behavior of D1 would lead
to a more immediate reinforcement than the behavior
of D2, but it is followed by a 5-hour blackout condi-
tion and the eventual reinstatement of condition A1.
In this example then, the occurrence of behaviors
called sinful (B1 and D1) could presumably be con-
trolled not only by their own requirements and con-
sequences, but also by the relative requirements of
their alternative behaviors. Many specific questions

and variations of procedures would be possible within
such a repertoire.

Such complexities of behavior as suggested in ex-
ample (10) would imply that the option, chain, tree,
and grove could be considered not only as descriptive
statements of behavior, but that they should also be
subject to empirical demonstration of their func-
tional and unitary properties by manipulation in a
fashion analogous with that of the operant. By plac-
ing the entire sequence of behavior in a tree, for
example, under specific stimulus conditions and by
providing for contingencies which are satisfied not
by the occurrence of operants but by trees, such
samples of behavior should be able to be manipulated
in the same manner as the behavior of an operant,
regardless of whether one instance of the class occurs
or many. Thus, one can conceive of chains composed
not of operants, but of trees, of options between
trees, etc. Recent work by Ferster (1960) has already
suggested the feasibility of such programs by placing
a matching-to-sample task under several schedules of
reinforcement. Hence, by such manipulations it
should be feasible to deal not only with much larger
samples of behavior having unitary properties, but
with samples which are reducible to explicit and
identifiable components as well.
Although the present system is at best only ap-

proximate, it provides a descriptive and conceptual
language instrumental to the building of elaborate
behavior repertoires in the laboratory. Their investi-
gation may eventually suggest better units which in-
deed reflect the structure of complex behaviors in the
everyday world outside of the laboratory.

PART III: A DESCRIPTION OF SOME EXPLORATORY EXPERIMENTS WITH
MULTI-OPERANT BEHAVIOR

The following experiments taken together are
offered as evidence of the feasibility of building and
analyzing elaborate multi-operant samples of be-
havior. The character of these experiments is explora-
tory in that where results of one experiment suggested
interesting formal questions as well as techniques for
bringing more of an organism's behavior under ex-
perimental control, it was this latter activity which
was largely pursued. Thus, some of the experiments
to be reported offer less of an exhaustive account than
might be desired. They do, however, outline experi-
mentally various forms of multi-operant behavior
samples and reveal the changes in conception and
methodology which were necessary for the establish-
ment of the more extensive ones.

Experiments with Chains
Numerous experiments have been reported which

involve the establishment of simple multi-operant
chains (Ferster & Skinner, 1957; Keller & Schoenfeld,
1950). In addition, several of these experiments have
shown that the operant most remote from the pri-
mary-reinforcement condition is sensitive to the fre-

quency of reinforcement and the contingencies used
with the behavior in the latter part of the sequence
(Autor, 1960; Hanson, 1959). The first experiment
reported here illustrates one such effect in some
detail.'
Three rat litter-mates were placed in individual

chambers and trained so that pulling a metal chain
in darkness produced a light after a variable interval
of time. In the presence of the overhead light, a bar
press after another variable interval resulted in food
reinforcement and termination of the light. This two-
operant chain was established to determine the effect
of the mean schedule of the second operant (bar press-
ing in the light) upon the performance of the first
operant (chain pulling in darkness). The experiment
consisted of maintaining a 4-minute, variable-interval
schedule constant on the first operant, while system-
atically varying the schedule on the second operant.
Each rat was maintained at a body weight of 75 per

5Taken from the author's unpublished doctoral disser-
tation under the guidance of Prof. F. S. Keller, Columbia
University, 1954.
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0/ -A- r /'-/

Fig. 1. Experimental chamber used with two-operant
chaining procedure.

cent of its free-feeding weight and was run 6 hours
daily for 7 days at each of five different mean sched-
ules, ranging from 30 seconds to 8 minutes. Two such
determinations were made at each of the schedules

used with the second operant. Figure 1 illustrates the
experimental chamber.

'rhe two-operant chain was established by first con-

ditioning bar pressing in the light; introducing a

1-minute, variable-interval schedule; and then plac-
ing the rat in darkness and permitting a chain pull
in darkness to produce the conditions for the second
operant. Once the chain pulling had been established,
it was placed under a 4-minute VI schedule. Within
approximately 7 days, the chain was well established,
with little inappropriate responding. Figure 2 shows
the gradual decline in such "out-of-sequence" re-

sponding.
The major effect of varying the mean schedule of

the second operant is shown in Fig. 3, which is a

plot of the mean chain-pulling rate during the last
2 days of each condition as a function of the schedule
used with the bar pressing. In general, the first
operant was dramatically affected by the reinforce-
ment conditions of the second operant.

I
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44
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Fig. 2. Decline in "out-of-order" responding during ac-

quisition.

IMIAN Vi (Mew)

Fig. 3. Chain-pulling rate in the dark as a function of
the mean VI schedule on the second operant.
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Fig. 4. Bar-pressing rate in the light as a function of the
mean VI schedule used with that operant.

Figure 4 shows the effect of the different mean

schedules upon the bar-pressing response rate. Al-
though the data of Fig. 4 suggests that the response
rate passes through a maximum, detailed examination
of the data suggested that such a function is largely
a product of changes in the pattern of the animal's
responding confounded with the gross measure of
over-all rate.
An examination of all performance measures in

this experiment revealed the following changes in
the rats' behavior. At the longer mean VI schedules
on the bar, in contrast with shorter schedules, the
rats pulled the chain in darkness at a lower rate and
traveled to the bar more slowly having once produced
the light. In the light, they responded at about the
same rate while responding, but took "breaks" or

pauses more frequently and for longer periods of
time. Having received the food reinforcement and
terminated the light, they also returned to the metal
chain more slowly. In spite of these changes in the

50 RAT NO.3
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Fig. 5. Total response output per reinforcement as a

function of the mean VI used with the second operant.
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Fig. 6. Response rate during the white and green con-

ditions as a function of the mean VI schedule used in the
white condition.
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BIRD 2

DAILY Fl PERFORMANCE WITH VI 4' IN WHITE
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Fig. 7. Comparison of daily FI performance in conjunction with two different VI schedules used as the first operant
in a sequence.

pattern of responding, under the longer mean VI
schedules the rats actually emitted a considerably
larger total number of responses. This effect is illus-
trated in Fig. 5, which is a plot of the total responses
from both operants during the last 2 days under each
condition as a function of the mean VI. Over the
range of schedules used, the increase in total output
is a factor of 8 to 14.
The importance of this experiment then was largely

restricted to two findings. First, the properties of the

last operant in a sequence could be expected to have
a systematic effect upon the prior operants in a se-
quence; and second, the use of chaining procedures
and intermittent reinforcement contingencies could
be expected to result in greater outputs of experi-
mental behavior. Rather than pursuing the impli-
cations of the latter finding, which were not fully
appreciated, the question was asked: "To what extent
could the conditions of a first operant in a chain
affect the performance of a second?" Thus, since the
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first experiment had demonstrated that the properties
of a second operant could affect the first, the reverse
question was now asked.
To answer this question, a two-operant chain was

established in a pigeon with one manipulandum.
Pecking a white key on a VI schedule changed the
illumination of the key to green, where pecking on
an Fl 1-minute schedule produced a 4-second ex-
posure to grain and then reinstated the white condi-
tion. The experiment consisted of holding the
1-minute, FI condition in the green color constant,
while varying in successive stages the mean VI sched-
ule in the white from 1 minute to 20 minutes. The
order of mean schedules was 1, 2, 4, 6, 20, 4, 12, and
20 minutes. The experimental sessions were 3 hours,
and the bird's weight was carefully maintained at 80
per cent of its free-feeding weight.
The results of this experiment are in Fig. 6 and 7.

Figure 6 is a plot of the mean response rate from
both the white and green conditions as a function
of the mean VI schedule in the white light. The data
are from the last 3 days under each condition, and

the rates plotted at 4 and 20 minutes are the mean
of two determinations. This figure shows that al-
though the response rate in white declined with
longer mean intervals in that color, the response rate
in the condition which produced the grain increased.
The changes in response rate in the white primarily
reflect an over-all slowdown in the VI performance
without extensive alteration of its characteristics.
However, the changes in response rate under the Fl
condition reflect changes in the pause following re-
inforcement and in the local rates while responding.
These effects are apparent in Fig. 7, in which sam-
ples of the FI performance are compared in conjunc-
tion with two different VI schedules in the white.
Since longer mean VI schedules in the white neces-
sitated a longer average time prior to the green con-
dition, it is likely that changes in the FI performance
were largely due to those temporal factors. Although
examination of the records revealed no obvious cor-
relation between the length of a given interval in the
white and the subsequent performance in the green,
a later experiment involving a somewhat more com-
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Fig. 8. Sample records for a two-operant sequence, showing effect of an increase in the temporal contingency of a

first operant upon the performance of a second.
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plex procedure showed that effects similar to the
above could be obtained simply with a negative
operant as the first member of a two-operant chain.

In this experiment, a pigeon was given long-term
training on a chain involving a single key and two
stimulus colors. Not pecking the key for a period of
5 seconds when the color was green changed the color
to red. On an FR 125, pecking in the red produced
a 3-second exposure to grain and reinstated that FR
condition for four successive grain reinforcements.
Following the delivery of the fifth reinforcement, the
green light and conditions for the first operant were
reinstated. In the presence of the green light, each
key peck delayed the production of the red condition
by 5 seconds. This chain may be noted as follows.

(red)
(green) op 2 sR (GRAIN)
op I b.. . II
T.O.5 w FR 125 '

2,1
(X 4)

The bird was trained on this procedure in excess
of 30 days, until no systematic change in ratio per-
formance was observed. Each daily session was limited
to 80 reinforcements and the weight maintained at
75 per cent of the free-feeding condition. Figure 8A
is a sample cumulative record from the last day under
this procedure. In this record, the pen resets to the
base line following the fifth reinforcement, and the
lower pen is in the up position during the green
condition.
On the following day, the contingencies in the

green light were altered such that now 16 minutes
plus the 5 seconds of no responding were required for
the production of the red condition. Figure 8B is a
portion of the record from the first, day under these
new conditions. A comparison of the records in Fig. 8
suggests two effects. First, the pauses prior to a ratio
run are considerably shorter when a longer temporal
contingency is required in the first operant; and sec-
ond, under both conditions, pause length tends to
increase with successive ratios. These effects are fur-
ther substantiated by the pause data in Fig. 9. In this
figure, the mean time prior to the first response in
each ratio has been plotted for the five successive
ratios. The data is from the last 3 days under each
temporal contingency. The most obvious effect of the
longer time requirement in the green light was a
shortening of the pauses in the subsequent operant. It
can be noted in Fig. 8 that it also resulted in more
respondiing during the green condition. These effects
were further confirmed by two additional replications
of the experiment.

In general, the results of this experiment were in
agreement with the variable-interval experiment de-
scribed above, showing that the conditions of a first
operant could alter the performance of a subsequent
one. In this latter experiment, however, the progres-

sive changes in pauses within the block of five ratios
called for an additional account. It seemed most likely
that the performance in the red condition was not
only affected by the temporal requirement of the
green, but also by its production of the green follow-
ing the last of the five successive ratios. A number of
further experiments were then pursued in an attempt
to explore this latter type of effect.
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Fig. 9. Mean time to first response in each of five suc-
cessive ratios under two different temporal contingencies
in the first operant.

The first of these experiments consisted of a pro-
cedure in which five progressively increasing fixed
ratios were programmed under a single green light,
and the same five ratios, but in- a decreasing order,
were programmed under a red light. Each ratio pro-
duced reinforcement and the next requirement. Thus,
the fifth ratio in each sequence produced not only
reinforcement, but changed the color and reversed
the sequence of ratios. Three different organisms,
a rat, pigeon, and monkey, were used in this experi-
ment, each with individual chambers and program-
ming conditions. The reinforcements were condensed
milk for the rat, grain for the pigeon, and pellets for
the monkey. Although the series of five ratios differed
for each organism, each was a simple progression with
a multiplicative factor of 2.
The aim of this experiment, then, was to determine

if the organism would pause consistently prior to the
different ratios. Since in this procedure the conse-
quence of a given ratio was not only the production
of food but also the conditions for either a larger
or smaller ratio, it was hoped that a possible mastery
of the sequences would clarify the relative importance
of the different consequences.

After approximately a month's training with 60
daily reinforcements, each of the organisms showed
a promising mastery of the sequences. In general, the
pauses increased in length with successive increasing
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ratios in the red, and decreased with decreasing ratios
in the green. The variability from one ratio to the
next, however, was large. Continued training over ap-
proximately 3 months indicated no improvement in
mastery and showed that the performance of each
animal was quite subject to disruption. In an attempt
to improve the performance, the number of progres-
sive ratios in each sequence was reduced to three and
larger increments were provided in each step. Under
these new conditions, each organism quickly demon-
stated an orderly progression of pauses which was
stable from day to day. Figure 10 contains sample
records after 5 days that show the exact conditions.
These records also show that the pauses prior to large
ratios are longer than pauses prior to shorter ratios.
It should be noted, however, that in this procedure
a given pause is likely both a function of the ratio
size just completed as well as a function of the ratio
programmed next. That the pause length is not de-
termined simply by the size of the previous ratios is
suggested by an examination of the pauses prior
to the largest ratio. It can be seen that the length of
such pauses is not greatly different whether preceded
by the largest ratio or by the middle-size ratio. Addi-
tional evidence that the ratio pause is not simply a

RAT 20

function of the size of the previous ratio was obtained
by continued training of the monkey and bird with
a slightly altered procedure. In this new procedure,
the ratios in the red were 33, 132, and 528. In the
green, however, the ratios were 132, 132, and 132.
The last ratio in each color produced the next color
and sequence as before. Figure 11 contains samples
of the performance after it had stabilized. These
records show that the pauses in the green following
a ratio of 132 are relatively uniform, whereas in the
red the pauses following 132 are considerably longer.
This effect was shown even more dramatically when
the bird was accidentally run almost to satiation. The
record obtained is shown in Fig. 12.

It was concluded from these experiments with
progressive ratios that after considerable training,
chains, in effect, were established in which each ratio
performance came under the eventual control of the
stimuli arising from the organism's own behavior.
Presumably, completing a given ratio and obtaining
a reinforcement produced discriminative stimuli
which specifically controlled the nature of the fol-
lowing behavior. Hence, in the chaining experiment
described earlier, in which one finding was a progres-
sive increase in pause length with successive ratios of

RED 2 5 74 2 25, GREEN 225k 7T%25

j{J1.L4r Lf'U eUtLL zIJcL
RED 33 132,528 GREEN 528 132,33
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Fig. 10. Performance under alternate increasing and decreasing sequence of ratio values.
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RED 33, 132, 528

MONKEY 574 RED 33, 132, 528

GREEN 132, 132, 132

G REEN 132, 132, 132

20 M INUTES

Fig. 11. Performance under an alternate increasing and fixed sequence of ratio values.

equal size, such an effect presumably was due to the
consequence of the last ratio, producing not only
grain reinforcement but also the conditions for a

temporal delay.
From the experiments described thus far, it was

generally concluded that in a sequence of chained
operants, the properties of each might be expected
to have interaction effects upon other operants in the
sequence. The effect of an early operant in a sequence
upon later operants, however, was judged to be less
dramatic than the reverse. It was also more generally
concluded that the analysis of behavior sequences was

made only more difficult by exploring procedures in
which most of the critical stimulus conditions were

left to the organism's own behavior. The direction
of work was therefore shifted to the establishment of
longer and more explicit chains.
The first effort with this new bias was the estab-

lishment of a five-operant chain. Four pigeons were

individually trained to peck a single key which could
-be illuminated with five different colors. Pecking in
each color after a fixed-interval contingency had been
satisfied produced the next color. Pecking in the last
color produced 4 seconds of grain and was followed
by the first color in the sequence. The behavior was

originally established with a short Fl contingency of
15 seconds in each color. Within 3 days, the chain
appeared well established. Sample records from three
of the birds are in Fig. 13A, 13B, and 13C. All birds

showed an orderly progression in responding during
the successive colors, reaching a maximum during the
last color. With continued training, however, the
behavior in the early colors became progressively
weaker. A typical daily performance would consist
of several completions of the sequence during the
early part of the session to be followed by a gradual
lengthening of the pause during the first or second
color. An example of this performance for Bird 5 is
in Fig. 13D. The limitations to be found in establish-
ing such fixed-interval chains with birds have been
extensively described by Gollub (1958).

Since it was clear that the above procedure offered
considerable difficulties for the establishment of long
chains, a variety of alterations were explored to en-

hance the performance. Most of these variations, such
as increasing the feeder time or changing to VI
schedules, proved largely unsuccessful except for one.

In this variation, two of the birds were trained in
the above manner, but the length of the sequence

was variable instead of being five operants. Thus, fol-
lowing a given reinforcement, the sequence of colors
was reinstated, but the delivery of grain and resetting
of the sequence were programmed to follow randomly
but equally often at the end of any of the five colors.
With this new procedure, the value of the fixed inter-
val was at first 15 seconds as before. The most imme-
diate effect was a reduction in the pauses in the first
color. Since with continued training it was clear that
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the behavior was being well maintained, the value of
the FI was increased to 30 seconds, and then later
to 1 minute. Under both of these values of the Fl,
the long pauses in the first color, characteristic of
the previous procedure, did not appear. Samples
of the performance during the latter days under the
30-second and 1-minute FI are in Fig. 14. When the
FI was increased to 2 minutes, however, considerable
pausing in the early operants began to reappear. Ani
example of this performance is also in Fig. 14.

In spite of the fact that with the above procedure,
behavior was being maintained on the five-operant
chain with values of the FI considerably larger than
before, the general character of the performance was
quite variable. This variability was judged not to be
an inherent result of the variable-length sequence as
such, but most likely due to its combination with Fl
contingencies. It was then decided to examine in
some detail a three-operant chain with fixed-ratio
contingencies in the hope that the performance would
be less variable.
The same four birds used in the above procedures

were now trained in a chamber which contained

RED 33,

V)

z
0

0

0

C*j

three keys. The procedure in general was as follows.
During a delivery of grain, all three keys were illumi-
nated white. Following reinforcement, the key on
the left changed to blue and the other two keys re-
mained white. Completion of a fixed ratio on the
blue key changed its color to white and changed the
middle key from white to green. Completion of a
fixed ratio on the green key changed its color to
white, and changed the key on the right from white
to red. Completion of a fixed ratio on this final key
again produced a white light and a 4-second exposure
to grain. Following the grain delivery, the sequence
was reinstated. This procedure involving three inde-
pendent keys, three SD lights, and three SA lights
was chosen since the importance of S-delta behavior
in the establishment of long chains was generally un-
known. With this procedure, then, the S-delta re-
sponding was easily measured.

After adaptation to the new chamber, all four
birds were exposed to the three-operant chain, the
fixed ratio on each operant being 10 pecks. Each bird
ran for a 4-hour session or until 50 reinforcements
had been obtained, whichever occurred first. Body

20 MINUTES

Fig. 12. Effects of satiation on an alternate increasing and fixed sequence of ratios.

BIRD '0 RUN TO SATIATION

132. 132 GREEN 132, 132, 132
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Fig. 13. Establishment of a five-operant chain with Fl 15-second contingencies in each operant.

weights were carefully maintained for each bird at

80 per cent of free-feeding weight.
Within approximately 5 days, all birds demon-

strated a good ratio performance on each key and
the S-delta or out-of-order responding became negli-
gible. Following a period of continued training to in-
sure stabilization, a different experiment was pursued
with each bird. Generally, these experiments con-
sisted of holding the FR 10 constant on two of the
keys while varying the ratio on the third in steps.
They will be described separately.

For Bird 1, the fixed ratio of 10 was held constant
on the last two operants while the ratio on the first
(i.e., the one most remote from the grain) was
doubled in progressive steps from 10 to 160. The bird
was run for at least 10 days and until its behavior
had stabilized at each ratio. Sample records from the
latter days under each ratio are in Fig. 15. It can be
seen from these records that as the ratio on the first
operant was increased, the pause prior to that ratio
increased in length. These pauses became maximal
under FR 160. The performance on the other two
operants, however, is little affected, showing perhaps
some slight improvement with larger ratios on the
first operant.
The procedure with the second bird, Bird 5, was

to hold the FR 10 on the first and last operants con-
stant while increasing the ratio on the second operant.
The ratio was increased from 10 to 160, and sample

records from the latter days under each condition are
in Fig. 16. An examination of the data showed that
the performance of the second operant was well
maintained even at the higher ratios, although the
pause in that operant generally increased. The per-
formance of the first operant, however, shows a de-
cided increase in the pause length and strain with in-
creases in the size of the ratio on the second operant.
The last operant shows little, if any, change.
The procedure followed with the third bird,

Bird 256, was similar to the above except that the
FR on the first two operants was held constant while
the ratio on the last operant was varied. Sample
records of this bird's performance are in Fig. 17. As
the ratio was increased on the last operant, the per-
formance of the two preceding operants shows pro-
gressively more pauses and strain. It will be. noted
that the effects are more pronounced upon the first
operant than on the second. The performance of the
last operant shows almost no pause or strain, even
under the largest ratio, 160.
With the fourth bird, Bird CRS, the value of the

FR on each of the three operants was increased to-
gether. At first, the values were FR 10, FR 10, and
FR 10. They were then increased together to FR 20,
20, 20; FR 40, 40, 40; FR 60, 60, 60; and finally,
FR 80, 80, 80. Sample records of the performance
through ratio values of 60 are presented in Fig. 18.
These records show that as the ratio values of all
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three operants were increased, the development of
pauses and strain first appeared in the first operant,
later, in the second, and, finally, to some extent in
the third operant. When the ratio values were in-
creased to FR 80, 80, 80, the pauses during the first
operant became so long that the experiment was
terminated.
The data from these four experiments suggested

the general conclusion that in a serial sequence of
operants with FR contingencies, increasing the re-
quirements of a given operant weakens the perform-
ance of preceding operants but slightly enhances the
performance of subsequent operants. Since each
operant is partly under the control of subsequent
operants, it is also clear that a gradient of perform-
ance extends from the most remote operant to the
terminal one which maintains the behavioral se-
quence. Presumably then, the length of a serial
sequence which can be maintained in practice is de-
termined in part by the behavioral requirements and
reinforcement conditions of the terminal operant.
It is interesting to note that the chaining perform-
ance did not collapse in the experiment with
Bird CRS when the FR requirements were maximal.
Rather, it simply occurred too infrequently to be

BIRD 5

Fl 30 SECONDS

adequately examined under the general procedures
and methodology used. Thus, questions of the pos-
sil)le length of serial chains, the effects of extreme
requirements, and the effects of deprivation became,
in part, methodological problems. An example of this
difficulty was encountered when one of the birds was
accidentally run to satiation while under the three-
operant chain described above. Examination of the
bird's performance in Fig. 19 reveals a progressive
lengthening of the pause during the first operant.
There is also some indication that the responding in
the second operant is weakened. However, a reliable
description of the nature of the performance during
extreme satiation was limited by the infrequency of
the behavior. After several deliberate attempts to
describe the effects of satiation and other limiting
conditions upon serial chains, it was clear that they
awaited the development of improved methodology.
Rather than directly pursuing the changes in basic
methodology which were indicated, the subsequent
research involved an attempt to gain a greater out-
put of behavior in a serial chain by placing the total
sequence under an intermittent contingency. Several
exploratory experiments were pursued in an attempt
to gain this output.

VARIABLE CHAIN
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Fig. 14. Performance on a variable-length chain under contingencies of 30-second, 1-minute, and 2-minute intervals
in each operant.
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Fig. 15. Performance on a three-operant chain as a function of the FR requirement on the first operant.

In one of these experiments, Bird CRS, which had
been straining badly under the requirement of FR 80
in each operant, was exposed to an alteration of the
procedure in which an FR of only 10 was required in
each color, but the sequence of three operants had
to be completed eight times before delivery of grain.
Since the satisfaction of the third operant had been
followed by the appearance of the final white light
and the presentation of grain for 4 seconds, the com-
pletion of a nonreinforced sequence in the new pro-
cedure simply produced the final white light for
4 seconds and then was followed by the appearance
of the first color in the sequence. When the sequence
of colors had been completed eight times, grain was
presented accompanying the white light.
When Bird CRS was placed under the new pro-

cedure, the immediate effect was an increase in the
total output of responding. A portion of the record
from the first day under this condition is in Fig. 20A.

In this record, the reinforcement pen marks the
change from one color to another only during the
eighth completion of the sequence. With continued
training, the pauses following the grain reinforce-
ment occurred regularly, and a stable performance
developed which was maintained for 20 days. Typ-
ically, the bird would earn 40 to 50 reinforcements
in each session. An example of this performance is
in Fig. 20B. Upon returning to the previous pro-
cedure, FR 80, 80, 80 with reinforcement at the
completion of each sequence, the long pausing in
the first operant returned. By the fifth day on this
procedure, the bird was obtaining only four or five
reinforcements each day. Figure 20C shows an exam-
ple of this performance during the early part of a
session.

It was now clear that for this bird the total be-
havior requirement of 240 pecks per reinforcement
was better sustained by the use of a short ratio on

-
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each operant and intermittent reinforcement of the
sequence than by three large ratios of 80. Since other
procedures were used with the other birds, the gen-

erality of this finding was unknown. Results under
continuous experimental sessions (to be reported in
a later section) suggest that the intermittent rein-
forcement of a total sequence is a useful device for
analysis and for obtaining a substantial performance.
However, the maximum output of behavior has more

generally been found to be limited by the total work
requirement, the past history, and the nature of the
reinforcement rather than by any special variations
in procedure.
Another illustration of intermittent reinforcement

of a total chain is found in the case of Bird 1. This
bird was re-stabilized on the chain of three operants,

FR IQ 44 10

:~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

9 FR 10 84 10
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the ratio requirement being FR 10, 10, 10, with the
completion of the last ratio producing the grain and
the first color. The procedure was then altered such
that two completions of the three-operant sequence

were required for production of the grain. The bird
quickly adjusted to the new procedure. Figure 21A
shows a record for the third day. The requirements
were then again raised such that only the fourth com-

pletion of the sequence was reinforced with grain. An
example of the early performance is in Fig. 21B.
After approximately 15 days' further training, the
behavior had stabilized but was characterized by
strain and long pauses following reinforcement which
increased during a given session. A portion of a rec-

ord from the last day under this condition is in
Fig. 21C. Recalling the previously described experi-
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Fig. 16. Performance on a three-operant chain as a function of the FR requirement on the second operant.
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Fig. 17. Performance on a three-operant chain as a function of the FR requirement on the final operant.

ment in which enhancement of performance on a

five-operant Fl chain had followed the introduction
of reinforcement after various operants, a similar
alteration was used here. In the present procedure,
however, the total sequence of the three operants
(rather than a single operant) was placed under a

variable schedule. In this arrangement, the grain
was produced on a variable basis after the first, third,
fifth, or seventh completion of the three operants.
The mean number of sequences required was thus
four. The bird quickly adapted to the new contingen-
cies, showing a marked decline in strain and almost
no pausing during the first operant. After 15 days'
further training, the bird continued to show good
performance. Two complete daily records from the
last days under this variable-ratio contingency are

in Fig. 21D and 21E. For this bird, then, a variable
reinforcement of the sequence of three operants was

well maintained, whereas work requirements equiva-
lent but arranged under a fixed ratio of sequences
resulted in considerable strain and long pausing.

Early Experiments with Options and Trees
The experiments described above dealing with

serial arrangements of operants had answered several
specific questions but had raised many others. Aside
from the specific questions regarding chains and the
chaining process, the work suggested two general
implications. First, that ideal laboratory techniques
were not being used for the examination and estab-
lishment of long serial patterns of operants; and
secondly, that in spite of the success with intermittent

BIRD 256
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reinforcement of sequences, much of an organism's
behavior did not readily lend itself to either a
laboratory or theoretical analysis strictly in terms of
serial arrangements. This work was then shifted to
multi-operant procedures involving options.
One such procedure examined in some detail was

essentially a tree of the general form,
op 2 SR(GRAIN)

FR 283
op I

Fl

op3 S
T.C.

FR 10, 10, 10
\\\\\\\\\\\\\\\\\\\\\\\\\\

FR 20, 20, 20

I@1WllSSV~~~~19 I I 1. I I

in which the response class of every operant was
defined with a single manipulandum as a reference
base. The following was the implementation of this
procedure that was used. The birds were trained to
peck at a key that would change to red when it was
illuminated blue only when a fixed-interval contin-
gency was satisfied. When the key was illuminated red,
two concurrent contingencies were in effect. One of
these was a temporal contingency. It operated such
that if a peck did not occur for 6 seconds (including
the feeder time itself), the Fl and blue condition was
reinstated. The other contingency in the presence
of the red provided for the delivery of a 4-second
grain reinforcement with each completion of 100
responses. Following the delivery of grain, both con-
tingencies in the red were reinstated. In the presence

BIRD CRS
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Fig. 18. Performance on a three-operant chain as a function of increases in the FR requirement on all three operants.
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Fig. 19. Effects of satiation on the performance under a three-operant chain.

of the red, then, an option was in effect between a

positive operant producing grain and prolonging the
red condition, and a negative operant whose function
was the reinstatement of an earlier condition.

Four pigeons were trained under this procedure
with the temporal contingency set at 6 seconds, the
FR at 100, and the FI at 2 minutes. After 23 daily
sessions consisting of 60 reinforcements each, the per-

formance had become stable from day to day. Typ-
ically, the behavior in the blue condition consisted
of a pause followed by an acceleration in rate termi-
nating in the change of color from blue to red. Once
in the red, the performance was characterized by the
completion of one or more ratio runs with a minimal
pause following reinforcement and, finally, by a pause

following reinforcement which reinstated the blue
condition; i.e., 6-second pauses almost never occurred
in the red except following reinforcement. After the
behavior had been stabilized the red condition was

altered such that pauses, or inter-response times, of
6 seconds were recorded but did not have their pre-

vious consequence. For all birds, the pauses following
reinforcement lengthened. Figure 22 contains sample
records of the performance for two birds under these
two conditions. In these records, the pen resets to the
base line upon a change in color. During the removal
of the temporal contingency from the red condition,
the reset indicated not a change in color but only
the occurrence of a 6-second pause. These records
show that without the temporal contingency and its
associated consequence, the pauses following rein-
forcement in the red almost always exceeded 6 sec-

onds. With a return to the original conditions, the
speedup of performance in the red was recovered for
all birds. The effect of such manipulations is illus-
trated in more detail for one bird in Fig. 23, in which
the number of 6-second pauses per grain reinforce-
ment is plotted by days. It is evident that the birds
show an increase in number of pauses during the re-

moval of the temporal contingency, but that they
return to their original level following the reintro-
duction of the temporal contingency.
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Since it was now clear that the presence or absence
of the concurrent temporal contingency in the red
had a striking effect on the performance in that color,
further experiments were undertaken in order to ex-
amine the role of the major variables in the proced-
ure. Thus, with one bird, Bird 4, the size of the fixed
ratio in the red was varied from 25 to 125 responses
in successive stages, allowing the behavior to stabilize
at each ratio. During these manipulations, the FI
remained at 2 minutes, and the critical pause length
in the red was 6 seconds. Under the smallest ratio,
25, the bird never paused sufficiently long in the red
to incur the blue, or fixed-interval, condition. When
the FR 50 was imposed, the stable performance re-
vealed only an occasional entrance into the blue
condition. With successive increases in the ratio size,
frequency of behavior in the blue condition increased
until under the FR 125 at least one completion. of
the Fl in the blue preceded every reinforcement in
the red. Sample records of the performances under
FR 50 and FR 125 are in the top half of Fig. 24. It
will be noted that under FR 125, the ratio perform-
ance is relatively poor, and, occasionally, two succes-
sive completions of the FI precede a performance in
the red sufficient to produce reinforcement. A sum-

BIRD CRS C

FR 10,I1,0O

D1

mary plot showing the performance under the differ-
ent ratios is presented for Bird 4 in Fig. 25. In this
plot, the frequency of entrance into the blue condi-
tion per grain reinforcement obtained in the red
(BF/reinf.) is expressed as a function of the ratio
size in the red condition. The data are from the last
3 days under each condition. The size of the ratio
in the red, then, was clearly one parameter of the
present procedure.
With Bird 7 the length of the permissible pause in

the red condition was examined. After the original
demonstration of the effects of the presence or ab-
sence of the-temporal contingency, the conditions for
this bird were changed to an FR of 75 responses in
the red, an FI of 2 minutes in the blue, and a critical
pause length of 16 seconds in the red. Under these
conditions, the bird almost never paused sufficiently
long in the red to incur the blue. The length of the
critical pause then was decreased in successive stages
to 1.5 seconds, allowing the performance to stabilize
at each value. Sample records from the 8-second and
1.5-second conditions are in the lower half of Fig. 24.
These records show that with a very short critical
pause such as 1.5 seconds, the bird typically returned
to the blue condition following a reinforcement in
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Fig. 20. Comparison of performance on a chain placed under two different fixed ratios but with equal work
requirements.
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CHAIN UNDER F

I4-
CHAIN UNDER FR

EMAMIJ.WI& _ A

EARLY 4/1

I/J B~~~~~~~~~W WV w www ww- WV w w r M

LATE 4'1

ItUIUUJiLiLJSV]AV',Ic
CHAIN UNDER VR 4/1

. /. '. .

D

4/1

10 MINUTE S

Fig. 21. Performance on a three-operant chain placed under fixed-ratio and variable-ratio contingencies.

the red. Unlike the effects of increasing the size of the
ratio, however, the short critical pauses were gener-
ally not found to weaken the ratio performance in
the red; rather, they produced a possible enhance-
ment. The effect upon the frequency of entrance
into the blue is shown in Fig. 25 for all values of
the critical pause. Generally, with a longer permis-
sible pause, the frequency of behavior under the blue
condition was less.
The experiment conducted with the two remain-

ing birds, Birds 2 and 6, was designed to examine
the effects of varying the length of the FI in the
blue. For Bird 2, the performance was determined at

an FI of 0.5, 1, 2, 4, and 6 minutes. For Bird 6,
the fixed intervals were 2, 6, 12, and 24 minutes.
Figure 26 contains sample records of the typical per-

formance under the extreme values. In general, the
effects of longer fixed intervals in the blue were an

improvement in the ratio performance and a decline

in the frequency of return to the blue condition.
Figure 25 shows plots of the blue frequency per

reinforcement under each value of the FI for each
bird. In these plots, the data from the previously
described manipulations in which the temporal con-

tingency was removed are also included and are

plotted for comparison as a zero FI. Increases in the
length of the Fl beyond a particular value for each
bird did not result in a further decline in the fre-
quency of entrance into the blue. Presumably, the
minimum ratio of blue frequencies per reinforcement
was determined by the other parameters of the pro-

cedure.
After consideration of the effects produced by vari-

ation in the length of the FI, it seemed likely that
similar results could be produced either by the sub-
stitution of a behaviorally independent condition, or

S-delta, in the blue, or by requiring a ratio of re-

sponses in blue. In other words, since the FI con-
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tingency required both the passage
emission of behavior, the enhancem
ance in the red could seemingly 1
either or both. Other experiments we
to examine this possibility.

BIRD 2 FR 100. IRT 6

A/AJ4 W1

z01
0-'L
a: BIRD 4 FR 100, IRT 6
0
0

A

30 MINS

Fig. 22. Performance in the red condi
ut the presence or absence of a temporal 4
could return the organism to the blue cl

of time and the each S-delta value. The data are from the last 3 days
bent of perform- under each condition. It is interesting to note that
be produced by the linear decline in blue occurrences with longer
zre then pursued S-deltas is essentially in agreement with the effects

obtained with the Fl's for Birds 2 and 6 in Fig. 25.
Fl 0 (ALL REW In a later manipulation with Bird 4, the S-delta

condition of 3 minutes was replaced by an FR re-
quirement of 33 responses. After approximately

W 21 days' further training, the performance stabilized
and revealed a mean ratio of blue frequencies per

Fl 2 (RED B BLUE) reinforcement on the order of 0.7, roughly equivalent
to the effect found with the 3-minute S-delta. Since
the enhancement of performance in the red condi-
tion could now be produced either by a temporal
delay or by a ratio requirement in the blue, the

F----- 0procedure was viewed as a more general one in which
FlO(ALL RED)the performance of operants in the latter part of a

behavioral sequence could be partially controlled by
the possibility of a return to stimulus conditions for

km,W earlier operants. In an attempt to gain more of an

understanding of such a procedure, the above experi-
Fl 2 (RED & BLUE) mental arrangement was briefly expanded to include

the addition of a third color and a second temporal
contingency. The procedure now provided for three
colors, green, blue, and red, with an FR required in

-Lv-I, each for the production of the next. As before, com-
pletion of the ratio in the red produced grain and
prolonged that condition. However, a 3-second pause

tion as a function in the red reinstated the blue condition, and a

ctionasafunction 21-second pause in the blue reinstated the green. Acontingency which
nt

ondition. notation of the procedure in terms of the previous
system in Part II would be:

In one of the experiments, Bird 4 was stabilized
oIn conditions providing an FR of 75 in the red, a
critical pause of 3 seconds in the red, and an S-delta
of 30 seconds in the blue. The value of the S-delta
was then altered successively to 12 minutes, 6 min-
utes, and 3 minutes. The data revealed that, indeed,
effects analogous to those with the Fl could be ob-
tained simply with an S-delta. Figure 27 is a plot
of the mean blue frequency per reinforcement under

BIRD 7 A FR I0 0, IRT 6"F1 2

B FR 10O, ALL RED

C FR I00, IRT 6, Fl 2
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0.0
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DA Y S

Fig. 23. Ratio of number of pauses greater than 6 seconds
to number of grain reinforcements during the presence or

absence of the temporal contingency.
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(green) FR
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FR 2&3
op3 r

21

Two birds were trained on this procedure, with each
being FR 75 responses. Unfortunately, the manipula-
tions with one bird were too complex to establish any
finding except that the performance could be estab-
lished and maintained under all three colors. With
the other bird, however, after the behavior had stab-
ilized under the FR's 75, 75, 75, the FR in the blue
condition was reduced to 5 responses and the train-
ing continued. A sample daily record from the latter
days under this condition is in Fig. 28. In the records
of Fig. 28 the pen resets to the base line with each
change in color. The data revealed that under the
conditions of equal ratios of 75 responses, the bird
spent most of the time in the red condition, with an
occasional return to the blue; returns to the green
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BIRD 4 Fl 2, IRT 6"
FR 125

BIRD 7 FR 75, Fl 2
IRT I 1/2"

30 MINS

Fig. 24. Sample records illustrating effects of variation in FR size and in length of critical pause upon performance
in red condition.

color were very infrequent. After the FR required
in the blue had been reduced to 5, however, the fre-
quency of entrance into the blue increased, while the
low frequency of entrance into the green remained
substantially unchanged. A further manipulation, in
which the FR in the green was also reduced to 5
responses, resulted in an increased frequency of both
the blue and green conditions. Figure 28 also con-

tains a sample record from this latter condition. It
was tentatively concluded from this experiment that
the return to the more remote conditions in the
sequence could be partly controlled by the particular
properties of those conditions. Thus, if the bird were

in the red condition, its failure to remain there was

partly determined by the contingencies in the red
and partly by the properties of the blue condition.
Similarly, once in the blue condition, a move to
either the red or green depended not only upon the
contingencies in the blue, but also upon those of
the green and red.

In one sense, the results of this latter experiment
were disturbing. It had been conducted in an attempt
to clarify the general nature of the simpler proced-
ure; but rather than leading to a simplification, it
suggested numerous possibilities for further manipu-
lations and expansions. An assessment of the meager

conceptual and methodological tools for further work
with this general procedure, however, led to its
termination. Another series of experiments, also in-
volving explicit options, but of a different kind, are

described briefly below.
In this series of experiments a general procedure

was used which was previously described as a switch-
ing procedure (Findley, 1958). Its general feature
consists of a sequence of options in which one part
of each option provides for the attainment of primary
reinforcement, and the other part allows the organ-

ism to move on to the next option. By providing
different conditions in each option, variations in the
general procedure have been of value in assessing
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(red) sR

(red)

FR
(white)

FR

FR

preferences (Pliskoff, 1960; Verhave, 1960).1 The par-
ticular variation of the procedure to be described
here was primarily designed to explore for the organ-
ism's possible mastery of the alternative conditions
within the sequences. The particular arrangement
was as follows.

Birds were reinforced for pecking an illuminated
key with a 4-second exposure to grain. The color of
this key was either red or green: A fixed-ratio schedule
was associated with the red color, and a DRL sched-

Personal communication, 1960.

1.6

I.2

0.8

0.4

0.0

(green) R
, SR

D RL
(green) (Rwhite)

an) 0R
,

+etc.
DRL FR

(whit)

FR
ule with the green. Once presented, a given color
and its associated schedule always remained in effect
for a minimum of one reinforcement; but it could
remain in effect up to a given maximum number of
reinforcements. After the first reinforcement in a
given color, a second key was illuminated with a
white light. At this point, the bird had the option
of continuing with the reinforcement schedule in
effect up to the maximum, or it could begin a fixed
ratio on the second key, the completion of which
produced the alternative grain schedule. If the bird
did not respond on the second key but remained in

1.6BIRD 4
IRT 6" Fl

0.81

0.41

FR

1.2

BIRD 2
FR 100 IRT6"

I.6

1.2

0.80.8 F
0.41-

0.0 0.0
6

BIRD 7
FR 75 Fl 2

160 4 8
IRT

BIRD 6
FR 100 IRT 6

Fl (MINS)
Fig. 25. Summary plots showing the frequency of entrance into the blue condition as a function of the size of the

FR in the red, the length of the critical pause, and the length of the Fl.
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BIRD 2 FM loo, IRT *' Fl 1/2

Fl 4

" BIRD 6 FR 100. IRT 6' Fl 2

O'.1
0

0

I*

Fl 24

30 MINS

Fig. 26. Sample records showing effects of variation in
size of the FI upon the performance in the red condition.

the given color for the maximum permissible num-
ber of reinforcements, the color was removed, leaving
only the alternative of working for the next grain
schedule. Once the bird was in the presence of the
red, for example, two possible events could termi-
nate that light and the possibility of obtaining grain.
These two events were: first, the delivery of the last

1.0

Q8O

11

z0.6
UA.

U.1T

0.2

0.5 3 6 12
S-DELTA IN MINUTES

Fig. 27. Frequency of entrance into the blue corndition
as a function of the length of the s-delta used.

obtainable reinforcement under that given color; and
second, the first response on the white key when
illuminated. Thus, the addition of maximum and
minimum requirements for the number of rein-
forcements obtainable in a given color had compli-
cated the basic procedure considerably. In terms of
the present notation system, the sequence of condi-
tions is shown at the top of page 146.
With this procedure, the fixed ratio required on

the white key was generally regarded as the FR to
switch. Since behavior on this key preceded both
the red and green stimulus conditions, it was hoped
that the pattern of responding on this key would

RED IRT 3, BLUE IRT 21n

G 75, B 75, R 75 G 75, B 5 R 75

6 5, B % R 75

20 MINUTES

Fig. 28. Sample records showing effects of decreasing the requirements in portions of the sequence to which the
bird could be returned by the temporal contingencies.
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reflect differential preferences and reinforcing prop-
erties of the two colored conditions.

Four pigeons were trained on this procedure, with
daily experimental sessions limited to 60 reinforce-
ments and body weight maintained at 80 per cent
of the free-feeding weight. The early phase of this
work involved several manipulations with the birds
in order to assess the general stability of the perform-

ance and to gain some notion of the relative prefer-
ence between the FR in the red and the DRL in
the green. For one bird, the requirements were a
10-second DRL in the green, an FR 20 to switch in the
white, and a maximum of five grain reinforcements
during any one color presentation. The FR required
in the red was varied several times in an attempt to
establish an equal preference for green and red. An

BIRD 9

R, FR 50

G, DR L 10"

SW, FR 20

DAY I MAX w 5

DAY 2
0

0

CN

10 MINUTES

Fig. 29. Two successive daily records showing equal preference between FR and DRL conditions.
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MULTI-OPERANT REPERTOIRES1

BIRD 11

SW, FR 10
MAX a 10

R, FR 25

1.
Rs FR 400

10 MINUTES

Fig. 30. Comparison of performance under two extremes in the FR requirement in the red.

FR of 50 was found to result in such an equivalence,
and further training under these conditions was con-
tinued for more than 30 days. Sample daily records
from 2 successive days after the performance had
stabilized are in Fig. 29. The responding on the key
which produced grain reinforcement was recorded
separately and is shown in the records on the left.
With this method of recording, the pen reset to the
base line during a change in colors and the paper
drive halted. The event pen is displaced downward
during the presence of the red condition. The small
records to the right show the switching performance
on the second key. Its paper drive was engaged only
during the absence of a color on the key producing
grain. The records in Fig. 29 show that the bird

always remained in both the red and green condi-
tions until it had obtained the maximum number
of reinforcements. Examination of the switching per-
formance shows an equal pause prior to completion
of each ratio, and thus suggests that production of
either the red or the green was equally reinforcing.
It should also be noted that since the absolute time
spent in each color is approximately equal, the fre-
quency of reinforcements per unit time is approxi-
mately equal, and, as suggested by Brady and Thach
(1960), may well underlie the equal preference.

Since it was now clear that stable performances
could be obtained, several experiments were under-
taken in order to determine more precisely the effects
of each variable upon the development of preferences
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and to determine if such preferences could in turn
affect the switching performance. In one such experi-
ment, Bird 11 was stabilized on the following condi-
tions: FR 25 in the red; DRL 10 seconds in the green;
a maximum of 10; and an FR of 10 to switch. The size
of the ratio was then raised in successive stages, allow-
ing the performance to stabilize at each value: 25,
50, 100, 200, 300, and 400. In general, striking effects
were found upon both the preferences and the switch-
ing performance. An illustration of these effects ap-
pears in Fig. 30, in which sample records from the
extreme conditions are compared. This figure shows
that under the FR 25, the bird obtained the maxi-
mum number of permissible reinforcements during
the FR condition and the minimum number during
the DRL condition. On the other hand, this prefer-
ence was completely reversed at FR 400. Here, the
bird took the minimum number of reinforcements
during the FR condition and the maximum possible
during the DRL condition. A close examination of
the switching records under these conditions shows
a pattern of one long and one very short pause

prior to completion of the switching requirement.
The length of this pause is correlated with the nature
of the preference. Thus, for FR 25, when the FR
condition was highly prepotent, the longer pauses
prior to completion of the switching requirement
occurred following the termination of the red but
before production of the less-preferred DRL condi-
tion. The very short pause occurs prior to the
switching behavior which produces the red, or FR
25, condition. The pattern of these pauses prior to
the completion of the switching ratio was reversed
under the conditions of the FR 400 in the red.
There, the long pause was prior to the production
of the FR, and the short, prior to the DRL condi-
tion. Generally, then, variations in the size of the
ratio in the red were found to be effective in con-
trolling the preference; and these preferences at the
extremes were nicely reflected in the switching
performance.
With two other birds, an attempt was made to

determine the effects of the maximum number of
reinforcements obtainable during any one color pres-

BIRD 10

Rs PR 200

s DROL 10a
MAX a 20

Sw, PR l0

Ir

0

ILL

IC MAX a 2
0

0

NQ

10 MINUTES

Fig. 31. Comparison of performance under two extremes in the number of reinforcements permissible under any one

color presentation.
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BIRD 10

R, FR 200

B, DRL 10"

en ~~~~~~~o
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MAX * 10

SW, FR 10

SW, FR 80

0
0
CM

10 MINUTES

Fig. 32. Sample records illustrate effects of increasing the FR-to-switch colors.

entation. In one bird, the other parameters of the
procedure were held constant while the maximum
was varied from 2 to 32 reinforcements. These man-
ipulations resulted in no obvious alterations in
either the preferences or the switching performance.
With the other bird, two extreme values, maximums
of 2 and 20, were alternated several times with essen-
tially the same result. Figure 31 contains sample
records comparing the stable performance of this
bird under maximums of 2 and 20 reinforcements. It
will be noted that with a maximum of 20, the bird
always takes the maximum number of reinforce-
ments possible in the green but the minimum during
the red condition. Similarly, with a maximum of 2
imposed, the bird again takes the maximum numbet
of reinforcemnents in the green and the minimum

during the red. This preference is also reflected in
the switching performance, in which the long pauses
always follow the removal of the green color and
precede the production of the red. The role of the
maximum then appeared to be limited generally to
minor effects upon the over-all stability of the
performance.
A further experiment was then performed with

Bird 10 in order to examine the effects of the FR
required to switch. The bird was first stabilized with
an FR 200 in the red, a DRL of 10 seconds in the
green, a maximum of 10, and an FR of 10 to switch.
The size of the FR to switch was then raised in
successive stages from 10 to 360. A sample record of
the performance with an FR 10 to switch is in the
top half of Fig. 32. With a relatively small FR re-

151



JACK D. FINDLEY

BIRD 9

R. FR 100 ew cD %n-.8 _..,w %ff *w1 r n aw
G, DRL 102 MAX * 4
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10 MINUTES

Fig. 33. Performance under three stimulus conditions arranged in a red, green, red, blue, red green, etc., se-
quence, showing differential performance in the red prior to the other conditions.

quired to switch, the bird revealed a decided prefer-
ence for the green, always taking the maximum num-
ber of possible reinforcements during this color.
With increases in the FR to switch to values of
20 and 40, this pattern of behavior was altered
only slightly. When the requirement to switch was
raised to 80, however, a new pattern of performance
emerged. Now, the bird continued to take the maxi-
mum in the green condition, but would occasionally
take more than the minimum of one reinforcement
in the red. An example of this performance is in
the lower half of Fig. 32. This record shows in better
detail the pattern of long and short pauses prior to
completion of the switching requirement. Again, the
longer pauses are prior to switching into the least-
preferred condition. From an examination of the
records, it is clear that the size of such pauses is a
function of both the ratio size and the specific
nature of its consequence. With further increases in

the FR to switch, the bird began to take the maxi-
mum number of reinforcements during both colors,
and the differential pauses prior to switching gradu-
ally disappeared. With an FR of 360 to switch, the
pauses prior to switching became excessive and the
experiment was terminated.
The major variables in this procedure having been

explored, the situation was now complicated by the
addition of a third color and grain-reinforcement
schedule. Thus, a fixed-interval schedule associated
with a blue light was added to the program which
had provided an FR in the red and a DRL in the
green. The order in which the schedules appeared
was arranged such that red, the FR condition, always
preceded both the green and the blue conditions.
The sequence of conditions, then, during which the
bird could obtain grain reinforcement was red, green,
red, blue, red, green, etc. Two birds were trained
on this procedure, making use of their prior experi-
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ence with the simpler procedure. During the early
phase of this training, several alterations of the
parameters were made for each bird in order to bring
about a stable performance and one that would hope-
fully reflect three levels of preference. For Bird 9, the
values of the situation finally selected were an Fl
of 10 minutes, an FR of 100, a DRL of 10 seconds,
a maximum of 4, and an FR to switch of 30 re-
sponses. After approximately 10 days' training under
these values, the performance began to show good
stability. An examination of the performance re-
vealed that not only had three preferences been
established, but there was considerable evidence that
the bird had essentially mastered the sequence of
conditions as well. An example of this performance
after a total of 20 days' training is in the top of
Fig. 33. A close examination of this record shows
that the bird always took the minimum of one rein-
forcement during the Fl or blue condition, and
always took the maximum during the DRL or green
condition. The number of reinforcements obtained
in the red, however, is differential with respect to
the condition following next in the sequence. Thus,
if the bird were in the red and switching would
produce the green, the bird always switched at the
first opportunity. If, however, the bird was in the red
and this condition was programmed to be followed by
the blue, the bird continued taking reinforcements in
the red, frequently up to the maximum. The associated
switching performance shows a pattern of one long
pause and three short ones. In all cases, the long
pause occurs following termination of the red con-
dition and prior to producing the least-preferred
Fl condition. Similar results were obtained with

the second bird, and a sample of its performance
after approximately 18 days' training is also in
Fig. 33. For this bird, these effects outlined above
are even more striking in view of the larger ratio
in the red and the larger maximum. It will be
noted that the performance in the-red is not only
differential with respect to the conditions pro-
grammed next, but that this control, presumably
based in some manner on the sequence of colors, is
maintained during the red frequently in excess of
10 minutes.

In further experiments with this procedure, more
involved sequences of the colors were examined. In
one case, for example, a double-alternation type of
sequence was presented. The sequence was red, green,
red, green, red, blue, red, blue, etc. After consider-
able training, the birds began to show a fair mastery
of this more involved sequence. Two successive daily
records from one bird are in Fig. 34. In these
records again, it may be seen that the bird always
took the maximum number of reinforcements during
the DRL condition and the minimum during the
Fl. The number of reinforcements taken in the red
condition, however, is not always consistent with
these preferences. Continued training with this pro-
cedure revealed that the differential pattern of switch-
ing from the red condition was highly sensitive to
any type of disturbance, such as alterations in the
way the bird was handled before it was placed in
the chamber or extraneous noises. Recognition of
this sensitivity, together with the fact that only two
completions of the total sequence could be program-
med each day without exceeding the weight levels
maintained, generally suggested that the procedure

BIRD I I

R, FR 100 G DRL 10 B, Fl 10' MAX.- 6 S% FR 60

El
0
0
W

20 MINUTES

Fig. 34. Performance under three stimulus conditions arranged in a red, green, red, green, red, blue, red, blue,
etc., sequence showing only a fair differential performance in the red condition.
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had been complicated beyond the limits of appro-
priate experimental control. The fate then of this
series of experiments, like the majority of those al-
ready described, was one in which following the ex-
amination of basic variables a slight complication of
the procedure made it necessary to terminate the
research due to the lack ot a technology appropriate
to the establishment of the more complex behavior
samples. The emphasis of research was then shifted to
the development of that technology.

Experiments with Complex Samples Under
Continuous Experimental Sessions

Since it was clear that the success in the above ex-
periments was primarily due to the degree of experi-
mental control that had been currently available, it
was equally clear that real success in building com-
plex repertoires would require considerable advances
in general experimental control. In an attempt to
improve that control, a number of experiments were
begun in which the experimental subjects, rather
than trained a few hours each day and presumably
disturbed by the transfer from the living area to the
training area, were placed in individual chambers
where they lived and worked continuously. It was
decided that as well as living continuously in the
chambers, they would be placed under the experi-
menter's program 24 hours each day, and they would
be required to obtain all food, water, and other nec-
essary conditions via the experimental program inso-
far as possible. The new approach, then, was to be
an environment more "realistic" in human terms, and
one that would afford greater experimental oppor-
tunities and control for the experimenter. What is
to follow is a brief description of several of these
experiments. Their commonality was the use of con-
tinuous experimental sessions, and their aim was the
exploration of techniques more appropriate to the
analysis of multi-operant behavior.

R I

FR

R 2 R 3 sRiOOD)

~~~~~~~~F IFR FR I

sR SR(WATER)
FR FR I

sR (LIGHT)

FR FR I

sR ADIO)
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In the first of these experiments, a male Mangabey
monkey worked in a 24-hour experimental space for
approximately 6 months, obtaining food pellets,
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APPARATUS
Fig. 35. Sketch of the apparatus arrangement used in

establishing a complex tree.

water, 1-minute illuminations of an overhead light,
and 1-minute receptions of a 24-hour radio station
via a complex tree. A notation of the general features
of the program is presented in column one.
The implementation of this procedure was by the

use of push buttons, momentary switches, and colored
stimulus lights. Figure 35 is a sketch of the apparatus
arrangement. The first operant in the sequence was
defined by the monkey completing a given FR on the
push button R 1 in the presence of a white light
located just above this button. Upon completion of
the ratio, the white light was removed and the row of
four stimulus lights and momentary switch shown in
the sketch were made operative. Each of the lights
above these switches was a different color; and by the
depression of any of the switches, all of the lights
were extinguished, and the light above the final push
button, R 3, was illuminated with a color matching
the one above the momentary switch which had been
depressed. rhe completion of another FR on the
R 3 button now produced a reinforcement whose
nature was determined by the color that had been
selected. The sequence thus involved the production
of a four-part nonreversible option in which each
alternative was eventually reinforced with different
consequences.
The monkey was originally trained on this pro-

cedure by hand, with an FR of 1 throughout and
mild food and water deprivation. Once the animal
had reasonably mastered the sequence, the ratios
on the R I and R 3 buttons were both raised to
FR 5, and the monkey was placed on 24-hour opera-
tion and essentially left to his own devices. In the
early stages of this work, numerous changes were
made in the method of recording and in features of
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Fig. 36. Mean number of food, water, and light reinforce-
ments obtained each 24-hour period as a function of the
FR requirement on R 1 button and R 3 button.

the apparatus. From an intuitive appraisal of the
results, however, it was clear that the monkey had
well mastered the sequence and stable day-to-day
performance was possible. During further training,
the alternative behavior producing exposure to the
radio was eliminated because of its relatively low
frequency. The values of the other reinforcements
were adjusted to give either a 0.67-gram pellet,
4 cubic centimeters of water, or a 1-minute exposure
of the 20-watt overhead lamp. With the situation thus
stabilized, an experiment was begun in which the
size of the ratios required on the R 1 and R 3 buttons
were increased together in successive stages. The
major results of this experiment are presented in
Fig. 36, which is a plot of the mean number of re-
inforcements per 24 hours as a function of the size
of the ratio required on both R 1 and R 3. These
data, which are from the last 3 days under each ratio
value, show that as the ratios were increased from
5 to 80, the number of food, water, and light re-
inforcements the monkey took declined, approaching
something of an asymptote near an FR of 80. It will
be noted that at FR 80 the light reinforcements are
practically eliminated. Further increases in the ratio
beyond 80 resulted in a sharp decline in the food
and water intake. At the extreme ratio of 320, the
total food and water intake had declined to approxi-
mately 20 per cent of that under the smallest ratio,
FR 5. In spite of the decline in the number of daily
reinforcements with large ratios, the absolute out-
put of behavior was still high. This effect is illus-
trated in Fig. 37, which is a plot of the total re-
sponse output during the last 3 days under each ratio
as a function of that ratio. It should be noted that
at any ratio, the total requirement for one comple-
tion of the sequence was twice the size of the ratio
plus one response in selecting the nature of the re-
inforcement. Thus, at the extreme with a ratio of
320 required on R 1 and -on R 3, the total require-
ment was 641 for each completion of the sequence.

i-

o~~~~~~~~~~~~~~~~

45-:0.

< 2 /

0

51

5 40 80 160 320
FR ON BOTH RI B R3

Fig. 37. Total response output as a function of the ratio
requirements.

Thus, Fig. 37 shows total output of behavior increased
almost linearly up to FR 80, and then declined.
An examination of the over-all distribution of re-

sponding within a typical 24-hour period revealed
that the monkey engaged in periods of "work," where
several reinforcements were obtained, alternating
with "no-work" periods, consisting of long pauses
in the first part of the sequence. Generally, the length
of these long pauses increased with increases in the
size of the ratio on R 1 and R 3.
Sample records of typical performance on the

R 3 button are in Fig. 38. In these records, the paper

R3, FR 10

0
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0

R3, FR 20
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Fig. 38. Examples of the FR performance on the R 3
push button under three different requirements.
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feed was connected only during the presence of a

colored light above the R 3 button, and thus records
the ratio performance prior to all types of reinforce-
ments. The records for FR 10 and FR 20 include
performances preceding all three types of reinforce-
ments, whereas the reinforcements were almost ex-

clusively those of food and water in the FR 320
record. These records suggest that the ratio perform-
ance on the R 3 button was essentially uniform re-

gardless of the different nature of the reinforcements.
Although the above procedure was perhaps un-

necessarily complex in some aspects, the manipula-
tions that had been performed in this experiment
suggested several tentative conclusions about the
establishment of complex repertoires. First, the re-

sults had essentially demonstrated the possibility of
maintaining good performance on an involved se-

quence without placing restrictions as to body weight
or number of reinforcements obtained. Second, it was
clear that in such an arrangement with given amounts

and types of reinforcement, the total output of be-
havior obtained was likely to be in part a function of
the total behavioral requirements. No miraculous
effects resulted simply from confining the organism
to a permanent and continuous experimental space.

It was implied, however, that given adequate rein-
forcement conditions, much more intricate samples
of behavior could be established because of the addi-
tional experimental time and flexibility which the
continuous sessions permitted. A variety of experi-
ments in which even more involved procedures were

examined strengthened that conclusion, but as well,
dramatized the necessity of having some conceptual
scheme by which to plan and establish these more
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Fig. 39. Sketch of the working panel and procedural
notation used in establishing a simple nonreversible tree.

involved behavior repertoires in an orderly fashion.
With the development of the system outlined in
Part II, it was clear that the first job was establishing
simple explicit trees and examining the extent to

which they would indeed act as units of analysis or

as building blocks for more involved repertoires. Two
different experiments then were undertaken to ex-
amine that possibility.

In one of these the monkey used in the previous
experiment was placed in a new chamber which had
arrangements for the delivery of water and food
pellets via a nonreversible option. Figure 39 is a

sketch of the working panel and procedural notation.
The first operant in this tree was identified by the
monkey completing a given FR on the first push
button in the presence of a blue light located just
above that button. Satisfaction of the FR removed
the blue light and illuminated the red and green
lights above the two remaining buttons. The first re-
sponse on either button extinguished the opposite
light and made its associated button inoperative.
Completion of a given FR on the button which had
been depressed then delivered 4 cubic centimeters
of water or a 0.67-gram food pellet. The button
under the green light was associated with water re-
inforcement, and the button under the red light, with
food. With the delivery of reinforcement, all stimulus
lights were removed for a 5-secohd period, after
which the blue light was re-illuminated.
The monkey was adapted to the new chamber with

an FR of 20 throughout the tree. The ratio was then
increased to a value of 80 on each operant and train-
ing continued. Within approximately 10 days, the
number of reinforcements of each kind had become
stable from day to day. Records of the performance
from 2 consecutive days during this phase of the
experiment are in Fig. 40. The records on the left
in this figure were obtained by cumulating each
completion of the tree against time, and they show
the total daily performance except for approximately
15 hours of inactivity. Each record shows a gradual
acceleration in the emission of trees followed by alter-
nations between periods of responding and inactivity.
Sample records showing examples of detailed per-
formance within each tree are located to the right
in Fig. 40. In these.records, the pen resets to the base
line following the completion of each tree; and
within a given tree, or pen excursion, the responses
from the first operant are recorded first and are then
followed by responses from one of the alternative
operants in the option. If during the latter part of
the tree, the operant producing food in fact occurred,
this is indicated by the depression of the event pen
located below the cumulative excursion. The absence
of the event-pen depression indicates that the last
operant was the one producing water reinforceruent.
Generally, these detailed records within the tree
show a good ratio performance with pauses in the
sequence found both prior to the first operant and
prior to the terminal operant.
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Fig. 40. Sample records from 2 successive days after the performance on the tree had stabilized.

Defining the above procedure as one in which
the behavior comprising the tree was essentially
placed under continuous reinforcement, the question
was now posed as to whether the sequence could be
placed under other schedules of reinforcement. Thus,
the justification of the tree as a unit of analysis and
its practical usefulness as a building block for more
elaborate samples of behavior would in part depend
upon the extent to which the tree, as a unit, would
be subject to experimental manipulations similar to
those commonly used with simpler samples of be-
havior. To explore this possibility, the size of the
ratio in each operant in the tree was reduced to
FR 20 and the tree was placed under a DRL schedule
of 2 minutes. This intermittent reinforcement of the
tree was arranged in the following manner. Each
completion of the tree produced a 5-second blackout
of the stimulus lights above the push buttons. Follow-
ing the blackout, a 2-minute time interval was placed
in effect; and if the monkey began working on the
sequence before this interval had timed out, the
completion of the tree would produce only the
blackout and repeat the above. If, however, the
monkey began the tree after the interval had timed
out, the completion of the tree would produce not
only the blackout but also either a food or water
reinforcement, and an over-all increase in the illumi-
nation of the chamber for 5 seconds. The DRL con-
dition, then, was interposed between the completion
of each tree and the beginning of the next, and thus

was unaffected by the time required to complete a
tree once begun. This arrangement therefore de-
manded that the emission of trees be spaced out in
a manner analogous with the DRL reinforcement of
simple response classes such as bar pressing, etc.
When the tree was first placed under the DRL con-

tingency, the performance showed typical extinction
effects and occasional long pauses within the tree
because of the inappropriate delays prior to be-
ginning each tree. With continued training, however,
the delays began to show a maximum frequency of
approximately 2 minutes, and the pauses within a
given completion of the tree diminished. Sample
records of the performance after 12 days are in
Fig. 41. In these records, the diagonal movement of
the recording pen is used to indicate those comple-
tions of the tree which were spaced appropriately
and resulted in primary reinforcement. The event
pens in the detailed recording therefore do not
necessarily indicate the delivery of reinforcement, but
only which branch in the latter part of the tree was
pursued.

Following the success with DRL contingencies, the
schedule was altered to an FR requirement such that
two completions of the tree were now required for
the production of reinforcement. The transition was
rapid; and within only a few days' training, the
emission of trees began to appear in groups of two
rather than being spaced out individually. In order
to make the performance more visible on the record-
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Fig. 41. Sample record illustrating the performance after placing the tree under a DRL contingency of 2 minutes.

ings, the FR schedule of trees was increased to 4 and
the individual FR on each operant within the tree
was increased to 40 responses. Figure 42 presents the
resulting performance under these conditions after
10 days' further training. The detailed record in
this figure is from the terminal portion of the sum-
mary record. It shows that in spite of some vacillation
within the trees as to which branch was momentarily
prepotent, the emission of trees occurred in con-
sistent groups of four.

Since it was now clear that the total behavior of
the tree could be placed under either a DRL or an
FR contingency and still retain consistent perform-
ance within the tree, the procedure was complicated
further by demanding both of these behaviors under
stimulus control. This latter procedure was imple-
mented by the use of two additional stimulus lights,
located in the upper left-hand corner of the working
panel, as shown previously in Fig. 39. In the pres-
ence of the white light, trees were reinforced with
primary reinforcement on a 2-minute DRL schedule;
and in the presence of the orange light, the trees
were placed under an FR of 4. Each light and asso-

ciated schedule remained in effect until three primary
reinforcements had been obtained, and then were
reversed.
During the early establishment of this perform-

ance, the FR requirement for each operant within
the tree was reduced to FR 20, and detailed record-
ings were taken on a recorder with twice the step
size as that in the previous records. Figure 43 is a
sample record after 24 days on this procedure. The
detailed recording is from the middle section of the
summary record following approximately a 1-hour
pause of inactivity. Although the sample of the de-
tail recording presented here might suggest a general
preference for responding on the food branch of the
tree, or for obtaining food during the FR condition
and water during the DRL, such generalizations were
found to be tenuous because of the large variability
within a total session. Despite the variability within
trees, however, both the detailed and the summary
records show the over-all emission of trees is appropri-
ate to the alternative FR and DRL conditions.

In the above experiment, if the tree is considered
to be the unit of analysis in a fashion analogous with
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Fig. 42. Sample record illustrating the performance after placing the tree under an FR 4 contingency.

operants or responses, the two schedules, stimulus
conditions, and consequences provided for the emis-
sion of trees define essentially a still larger chaining
type of sequence. Thus, the emission of trees in the
presence of the white light, on a DRL schedule, pro-

duces reinforcement and reinstates that condition
twice. Following the third such reinforcement, a dif-
ferent stimulus condition is produced, in the presence
of which trees under an FR contingency produce re-

inforcement and reinstatement of that condition.
Following the third reinforcement under the latter
condition the total sequence is reinstated. The gen-
eral form of the total sequence, then, is essentially
a serial chain similar to those described in Part II,

with the exception that the response class for each
operant of this chain is itself an involved sequence

of behavior.
Examination of the summary record in Fig. 43

shows that the emission of trees under the orange

light, or FR condition, constitutes the weaker com-

ponent of the total sequence, due to the pattern of
differential pausing. Thus, the relative pauses before
the emission of trees are greater under the FR sched-
ule than under the DRL condition. In an attempt to

briefly explore to what extent this pattern of pausing
could be manipulated, the sizes of the primary rein-
forcements used above were now increased such that
a water reinforcement was 10 cubic centimeters and a

food reinforcement was two pellets. An example of
the resulting performance after 10 days' training is
in the top records of Fig. 44. The performance is
generally the same as before except for a somewhat
more consistent and exaggerated pause before the
emission of trees during the FR condition. In a sub-
sequent manipulation designed to reverse the relative
strength of these components of the total sequence,

the delivery of primary reinforcement was simply re-

moved from the white light or DRL condition; and
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Fig. 43. Resulting performance with tree placed under alternately DRL 2 minutes and FR 4.

the only consequence of correctly spaced trees during
this condition was the production of the blackout of
the stimulus lights and the increase in over-all illu-
mination for 5 seconds. This manipulation not only
reversed the pattern of pausing, but it also demon-
strated that the pattern of behavior within the tree
and its spacing could be maintained without the
necessity of immediate primary reinforcement. A
sample record of the performance after 5 days' train-
ing is in the lower half of Fig. 44. In the summary
record, the long pausing now occurs before the
emission of trees during the DRL condition. The
detailed record shows that the emission of trees dur-
ing this condition is essentially of the same nature
as when trees resulted in primary reinforcement, ex-
cept for perhaps a slightly longer pause occurring
prior to the selection of a given branch within the
tree.

In summary, then, the variety of manipulations
performed with this monkey suggested that the se-
quence of behavior defined as a tree was subject to

many of the types of manipulations performed with
simpler samples of behavior. Essentially, the tree had
been placed under continuous reinforcement; two
intermittent schedules and the resulting perform-
ances were used to establish a still larger chaining
type of sequence in which the individual trees were
partly maintained without the use of primary re-
inforcement. Taken together, these manipulations
not only suggested that the tree could be given func-
tional or unitary properties, but also demonstrated
the feasibility of establishing explicit samples of be-
havior whose complexity demanded some distinctions
as to specific levels of analysis.
The aim of the second series of experiments to be

reported in this section was also the examination of
a tree as a practical unit of analysis. It was conducted
with a pigeon (Bird 11) which had been used in
several previously described experiments. This bird
was placed in a conventional chamber from which it
was removed briefly once each day for weighing and
checking the equipment. The general feature of the
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Fig. 44. Effects of removal of possibility of primary reinforcement during the stimulus condition in which trees
were under a DRL contingency.

experiment demanded that the bird e2

completing a tree as shown below.

(blue)
op I

FR 100

( green )
op 2

Fl 2

(red)
op 3

FR 33

This tree, which permitted an optioi
alternative schedules as the early part c

was implemented by the use of three
and colored lights. Following the 5-se
inforcement and blackout of the stim

arn all food by -two outside keys were illuminated; one being blue
and the other, green. Associated with these colors
was an FR schedule on the blue key and an Fl
schedule on the green key. The first response of the
bird to one of the two keys placed its associated
schedule in effect and removed the illumination from
the other. Completion of the contingency on the key

sR(GRAIN) which had been selected now removed its color and
illuminated the third key (located in the center) with

182 a red color. Completion of the FR required on this
final key removed the remaining stimulus light and
produced the grain. It should be noted that the Fl
programmed on the green key began timing only if
a response were made to that key, and such a response

n between two would be effective only if no previous response had
f the sequence, been made to the blue key. The conditions, blue and
horizontal keys green, then were alternative and mutually exclusive.
xcond grain re- Since this bird had been used in a number of pre-
ulus lights, the vious experiments and pecking behavior was known
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Fig. 45. Samples of two typical performances within daily sessions.

to be well established, it was transferred to the new
chamber without preliminary reduction in weight
from an essentially free-feeding condition. The orig-
inal values of the procedure imposed were FR 80 in
the blue, FI 15 minutes in the green, and FR 33 in
the red. Within 5 days, the bird had adjusted reason-
ably well to the new procedure and was obtaining
on the order of 100 reinforcements each 24-hour
period and essentially maintaining the free-feeding
weight. Following this period of adaptation to the
procedure, a number of manipulations with the size
of the FR in the blue and the Fl in the green were
pursued over a period of approximately 2 months in
order to determine to what extent the preference
for these conditions could be manipulated. Generally,
it was found that with a relatively large Fl of
6 minutes, a ratio of at least 200 was required in

BIRD I I

the blue in order to prevent that behavior from be-
coming completely prepotent over the Fl. Samples
of the performance after 11 days' training under an
FR of 200 are in Fig. 45. In this figure, two samples
of the performance have been extracted from the
total daily record. Sample A was from a period of
relatively low behavioral output and shows an occa-
sional selection of the interval portion of the tree.
The performance in Sample B was from a period of
relatively high behavioral activity, and shows a pre-
aomiiinance of the ratio, or blue, component of the
tree. Generally, the total daily performance was char-
acterized by a vacillation between such performances
and by long pauses of inactivity. Although these re-
sults suggested gradual alterations in the preference
for one or the other of the alternative components
with changes in the body weight during a given
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Fig. 46. Development of a final performance with a tree placed under a DRL contingency.
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24-hour period, the far greater proportion of the total
reinforcements were obtained via the ratio compo-
nent. Another interesting feature of the perform-
ance to be noted here was that the total number of
reinforcements obtained each day were in excess of
100, and that the average weight maintained was
from 90 to 95 per cent of the free-feeding condition.
At this point in the experiment, then, a decision was
demanded as to what aspect of the behavior sample
would be pursued. Since it was judged that a simpler
procedure would be more appropriate for the ex-
amination of cyclic changes occurring within the
daily performance, a decision was made to focus at-
tention upon the predominant daily pattern and to
continue with the general aim of treating the tree
as a larger unit of analysis.
On the day following the records shown in Fig. 45,

the Fl in the green condition was reduced to
2 minutes, the ratio in the blue was reduced to
FR 100, and the total sequence was placed under
a DRL contingency of 2 minutes.
The DRL contingency demanded that the selec-

tion of either the blue or green component of the
tree be delayed at least 2 minutes from the last com-
pletion of the tree in order for a completion to re-
sult in delivery of grain. Beginning the tree before

BIRD II

BLUE, FR 100

the DRL interval had timed out resulted in the final
completion of the tree producing only the 5-second
blackout of the stimulus lights. In spite of the three
alterations thus used in the procedure, the bird's
performance was not overly disrupted. Figure 46A
shows a sample of the resulting performance imme-
diately after this alteration to the three new con-
tingencies. Only two reinforcements were obtained
during the first 2 hours. Within 3 days' continued
training, however, the bird showed a much improved
performance in both the blue and green conditions,
and was spacing the trees sufficiently to obtain a much
higher frequency of grain reinforcement. A sample
of this performance is in Fig. 46B. After 13 additional
days' training, a stable performance resulted in which
the selection of the blue or FR branch of the tree
was highly predominant. An example of this per-
formance is in Fig. 46C. This record shows that al-
though not all of the trees were spaced sufficiently
to produce reinforcement, the nonreinforcement of
a given tree is not now immediately followed by
another tree, as was typical earlier in training. Ex-
amination of the daily records during this final per-
formance again showed that the bird took over 100
reinforcements per 24-hour period and maintained a
weight approximately 90-95 per cent of free feeding.

TREE UNDER FR 2
A
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Fig. 47. Sample records illustrating the effects of manipulating a contingency within the tree while it was under
an FR 2.
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The results of the above manipulations then had not
only demonstrated that the total sequence or tree
could be placed under a DRL contingency, but they
again suggested that the weight maintenance was in
part a function of the total behavioral requirements.
To examine this possibility further and to estab-

lish a more equal preference between the blue and
the green conditions, the size of the FR in the blue
was increased to FR 300 and training continued for
15 days. During this period, the preference became
approximately equal; the number of daily reinforce-
ments declined; and the weight also declined, level-
ing off at approximately 80-85 per cent of free feed-
ing. Although this phase of the experiment was ter-
minated because of an equipment failure, it was clear
that the bird could be expected to maintain a lower
average weight with larger FR requirements within
the tree.
The final manipulations to be reported with this

bird were conducted with the total sequence placed
under an FR 2 schedule. With this arrangement, the

BIRD 11

L,t tL-AttA tA

bird was required to complete the tree twice in order
to obtain the grain reinforcement. Completion of
each given tree produced a 5-second blackout of the
stimulus lights, so that every other such blackout
was accompanied by the grain delivery. The bird
was adapted to this FR 2 contingency, with the
values within the tree being FR 100 in the blue,
Fl 2 minutes in the green, and FR 33 in the red.
After 19 days' training, the bird showed a stable per-
formance from day to day, characterized by the emis-
sion of trees in pairs and a predominant selection of
the blue condition during the early part of the tree.
An example of this performance is in Fig. 47A. In
these records, the event pen just below the cumula-
tive record is displaced downward to indicate the se-
lection of the blue condition, and the second event
pen shows which completion of the tree produced the
grain. In the ratio of two trees, the first emission of
the tree shows a considerably longer pause before
completion and greater strain than the tree which
produced reinforcement. In an attempt to increase
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Fig. 48. Showing a 5-hour sample of the performance when the tree already under an FR 2 contingency was placed
under an additional contingency of a random ratio of 2.
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the frequency with which the bird selected the FI
portion of the tree, the FR in the blue was increased
in successive stages first to FR 150 and then to 300.
Sample records indicating the typical performance
after extensive training under each of these ratios
are in Fig. 47B and 47C. The increase in the ratio
to 150 resulted in a reversal of the preference under
the ratio of 100. The bird now selected the Fl con-

dition approximately twice for each selection of the
FR during each 24-hour period. Examination of the
record in Fig. 47B shows a period of responding in
which first the FR was predominant and then one

in which the Fl was predominant. Thus, in spite
of the over-all preference for the Fl, the bird again
showed some cyclical changes in preference during
the 24 hours under this condition. When the FR in
the blue was subsequently increased to 300, these
cyclical patterns disappeared because of the almost
exclusive predominance of the FL during the early
part of the tree. Examination of the performance
during this condition, as shown in Fig. 47C, revealed
that the level of Fl responding during the first com-

pletion of the tree was considerably less than that
ciuring the completion of the tree resulting in the
delivery of grain. Examination of the weight records
during the stable performance under FR's of 100,
150, and 300 in the blue revealed the lowest weight
during FR 300; but in no case did the weight fall
below 90 per cent of free feeding.

Since the above manipulations had essentially
shown how to control the bird's preferences for a

given branch of the tree and had demonstrated that
the total sequence could easily be placed under a

small FR contingency, the procedure was complicated
one step further by placing the total performance
achieved with the FR 2 reinforcement of trees under
an additional contingency. This additional contin-
gency was a random ratio of 2, and was arranged as

follows. Each and every completion of the tree pro-

duced the 5-second blackout of the stimulus light and
then reinstated the conditions for a repeat of the
tree. The completion of two trees not only produced
the blackout, but was also accompanied by presenta-
tion of the feeder light. Finally, on a random basis of
50 per cent, such a presentation of the feeder light
would also be accompanied by presentation of the
feeder. In a sense then, the FR performance of two

trees was taken as a still larger unit and placed
under an intermittent schedule of 50 per cent rein-
forcement, or what might be termed a random ratio
of 2. Conceivably, the blackout would act as a con-

ditioned reinforcement to hold together the tree, the
feeder light would provide conditioned reinforce-
ment for the FR performance of two trees, and the
feeder presentation occasionally combined with the
other two stimulus events would maintain the total
performance.
The bird was trained on this new procedure for

approximately a month. The Fl within the tree was

2 minutes, as in previous experiments, and the FR

in the blue was at first 75 and then was increased
to 150 in an attempt to equalize the preference be-
tween branches of a tree. Although the preferences
were finally equalized by this larger ratio, the bird's
weight eventually declined to approximately 70 per
cent of free feeding since twice as much behavior, on
the average, was required for each reinforcement
with the addition of the random ratio of 2. In order
to obtain a larger sample of the performance and to
allow a higher body weight, the contingencies in the
blue were reduced to an FR of 75, and the Fl in the
green was reduced to 1 minute. Training was then
continued for another month and the experiment
terminated. A 5-hour sample of the performance after
16 days' training on this final procedure is shown
in Fig. 48. Examination of this typical performance
shows that the emission of trees still occurs in pairs
in spite of the intermittent reinforcement of such a
performance. Further examination shows an over-all
preference of approximately 3 to 1 for the FR branch
of the tree over the FI branch. It will be observed
that within a given pair of trees the occurrence of
either the FR or FI branch largely follows two pat-
terns. In one case, the FR branch is selected on both
completions of the tree; and in the other case, the
Fl branch is selected on the first tree and the FR
branch on the second. In only one instance is the
FI branch selected during the second emission of
the tree, i.e., the one which completed the FR 2 re-
quirement and might be accompanied with grain.
During the latter days of the experiment, from which
the record in Fig. 48 was taken, the bird would typ-
ically complete the tree more than 400 times each
24-hour period, maintaining a weight level approxi-
mately 85 per cent of free feeding.

In general, then, the manipulations with this bird
again suggested the feasibility of treating the tree as
a unit of analysis subject to empirical manipulation,
and again demonstrated that given the proper pro-
cedures, far more complex samples of behavior than
a simple tree could be brought under good experi-
mental control. The critical features of the procedures
employed in these latter experiments would seem to
be the generous use of explicit stimulus control and
the use of continuous experimental sessions. Thus,
the implied technology for the exploration of ex-
tensive multi-operant repertoires presumably may be
found in the amplification of those features. The rele-
vance of explicit stimulus control follows not only
from its well-proven usefulness in establishing dis-
criminations, but as well from the conceptual simpli-
fication which it allows the experimenter when com-
bined with equally explicit manipulations required
by the organism. The relevance of continuous ses-
sions, on the other hand, largely follows from the
increased experimental time and flexibility which
they allow the experimenter. Thus, by the use of the
continuous sessions, the experimenter is able to em-
ploy strenuous contingencies over a longer period
of time, may more readily use diverse kinds of rein-
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forcement, gain an enhanced control over extraneous
factors, rear organisms from birth, or, in principle,
duplicate experimentally any relevant condition that
may be assumed necessary in the natural world for
the establishment of complex repertoires.

CONCLUSION
It has been suggested throughout this paper that

the building and exploration of complex repertoires
is likely to enhance our general understanding of be-
havior. As a final support of this argument, it is sug-
gested here that the relative ease with which trees
were established and subjected to involved stimulus
control, in contrast with the difficulties of establish-
ing long serial chains, reflects more than changes in
methodology. It perhaps reflects a general property
of multi-operant behavior. That property formalized
into a hypothetical law might be stated as follows:
The maintenance of any operant in a sequence of
operants is a function of the reinforcing properties
of the alternative operants to which it may lead.
Thus, in a strictly serial sequence of operants, the
maintenance of each operant depends primarily upon
the available reinforcing properties of the subsequent
one. In a tree or branching-type sequence, however,
where one operant may produce the conditions for
several alternative or concurrent behaviors, the avail-
able reinforcement for the early operant is likely
some combination of the reinforcing properties of
each possible operant. The ease with which rather
complex trees were maintained, together with the
results of the several experiments reported in which
operants reinforced even with food were found to
be partially under the control of their eventual con-
sequences, are generally taken as evidence supporting
the above notion. A further implication of this hypo-
thetical law is in terms of its relevance to the general
problem of partial reinforcement and the concept of
strength. Although the intermittent reinforcement of
an operant or tree may well lead to an increased fre-
quency of its occurrence, as was demonstrated in the
case of trees, such a result does not necessarily imply
that the occasion for such behavior will be more
reinforcing or adequate to maintain some more re-
mote behavior by which it is produced. The results
of several experiments reported above would rather
suggest its reinforcing properties to be less. The prin-
ciple of partial reinforcement then is perhaps overly
hedged in the ambiguous concept of strength and
in the vagueness of reference as to which units of be-
havior in fact are strengthened. In a real sense, there-
fore, these more general problems in the analysis of
behavior await the exploration of explicit and well-
controlled multi-operant repertoires more deserving
of their consideration.
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