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Introdudion
The accuracy of person-years de-

nominators is of considerable importance
for epidemiologic analysis. In forming ra-
tios of incidence rates, or carrying out a
statistical analysis using a method such as
Poisson regression,' one is either explic-
itly or implicitly using ratios of denomina-
tor terms. Errors in denominator terms
can have a non-trivial impact on the re-
sults. Our experience in a very rapidly
growing, suburbanized region suggests
that in many cases 20 percent is a lower
bound on the error resulting from using
straight-line population models. When
discrepancies of this magnitude occur in
opposite directions in numerators and de-
nominators, an estimated incidence rate
ratio can be 1.5 times the true ratio.

In the absence of sufficient data
(birth, death, migration rates) for a strong,
demographic analysis, we have employed
a practical approach that appears to work
well even at the small unit level.

Methods and Materials
Official and semi-official population es-

timates are available from several sources.
The United States Bureauofthe Census can
produce subcounty estimates for incorpo-
rated places and minor civil divisions. The
state Department of Economic Security
uses a mixture of techniques to produce
population estimates and projections at a
variety of subcounty levels.2 Moreover,
consultants are often engaged to produce
estimates for traffic analysis zones, districts,
and municipal planning areas.

A review of these approaches reveals
that they produce errors that range from
below 1 percent to above 35 percent for
units much larger than census tracts.3
They also involve complex formulas, and
mixtures of data sources. In many cases
the geographical units for which estimates
are made not only fail to coincide with
census tract boundaries, but actually
change their definitions from year to year.
Data that are available on incident cases

are frequently insufficient to place them in
these alternative geographic units.

Moreover, these estimates are made
for economic, political, or marketing rea-
sons, and make no attempt to avoid con-
founding. Denominators are generated on
the basis of assumptions about relation-
ships between numerators and denomina-
tors, while these latter relationships are
precisely the focus ofpublic health studies.

For these reasons, it appears tous tobe
desirable from the public health perspective
to generate historical and current estimates
ofperson-years ofexperience that are based
solely on official census figures.

Log-Linear Population Model
ffPt represents the size ofa population

at time t, then the velocity is defined by

d
Population Velocity = - ln(pt)

dt

where In is the natural logarithm. We have
used the tertic polynomial model

ln(pt) = 13 + f1t + (32t2 + (33t3

in order to allow for smooth changes in
population, and to include the special case
of a constant percent change, when 2 and
P3 are set to zero. In our situation, we used
the decennial censuses of 1970 and 1980,
and special census in 1965, 1975 and 1985.

In order to allow for the fact that ap-
proximately one-half of all tracts were not
covered or only partially covered in the
mid-decade censuses, and that the latter
three censuses might not be as accurate as
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FIGURE 1-Percent of Total Person-Years Experience In Tracts having Specified Ac-

curacy, Determined by Comparing the Exponential Polynomial Population
Function with the 1970 andi1980 Censu

the two decennial censuses, we weighted
the decennial censuses three times as

heavily as the others. We further com-

puter weighted orthogonal tertic polyno-
mials by the Gram-Schmidt procedure in
order to simplify the many regressions
that were required.

At the first step, we regressed ln(pt)
on the tertic polynomials, using only tracts
that had complete data for all five cen-

suses. The accuracy of the fitted popula-
tion functions were assessed by defining

Accuracy = 100 -

(% error in 1970 + % error in 1980)/2

Thus, an accuracy of 95 means that the
average percent error for the two decen-
nial censuses was 5 percent.

In order to fill in the missing data, we
carried out the next step separately for
each gender and age-group. Using only
the tracts with full data that had accuracy

at least 90, we computed bo = the average
of the In of the 1970 and 1980 figures, and
b, = one-half the difference between the
latter and former numbers. These are the
constant and slope estimates of a constant
rate model, and their advantage is that
they can be computed using only the 1970
and 1980 census counts, which are avail-
able for all tracts. Finally, using only the
tracts indicated above, we regressed each
of the Pi-estimates on bo and b1. We refer
to this as an iterated regression, because
we are regressing one set of regression
coefficient estimates on another set. For
each tract having missing data, we then
estimate the Pi-coefficients from the iter-
ated regression, whichwe can do because
we can compute bo and b1 for any tract.
We then fill in the missing counts from the
fitted population function.

With complete census data (either
original or filled-in) we passed through the
tracts one last time, computing the coef-
ficients for the third-degree model. As a

practical matter, we were willing to set the
estimate of 13 equal to zero in those cases

where the quadratic model results in an

accuracy above 90.

Results

Figure 1 summarizes the accuracy re-

sults for combinations ofgender, age-group,

and tract over the period 1966-86. Each bar
represents the percent of the total person-

years of experience that occurred in a tract
having accuracy at or below the value indi-

cated on the horizontal axis. Thus, for ex-

ample, we see that 8.4 percent of the total
person-years occurred in combinationswith
accuracy of89 percent orworse. In the light
of the small size of the units for which we
produced estimates, the results shown in
Figure 1 are very encouraging.

In applying our estimates to a study
of childhood leukemia incidence (1966-
86), we found that the median accuracies
of units comprising our 12 study areas

ranged from 93.9 to 96.4, indicating an ab-
sence of bias from population miss-esti-
mation. We also reviewed a number of
specific tracts, particularly those with low
accuracies. Figure 2 is an example of 100
percent accuracy for a tract with a recent
growth spurt, while Figure 3 shows a tract
with fairly steady rapid growth since 1975,
and with an accuracy of only 77 percent.
These cases are typical ofthe range of fits
that we obtained.
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FIGURE 2-Census Enumerations (Crosses) and Smoothed Estimates (Boxes) for
Arizn Tract 1092, for Males Ages 15-19, Exhlbiting 100 Percent Accuracy
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FIGURE 3-Census Enumeratons (Crosses) and Smoothed Esimates (Boxes) for
Arzona Tract 303, for Males Ages 15-19, Exhibiting 77 Percent Accuracy

Discussion
The straight-line interpolation (and

sometimes, extrapolation) method is often

used, but has some drawbacks. Because it
uses the model p, = a + bt, it imposes a
necessary relation between population size

and population velocity, which may be un-
realistic. Our approach allows size and ve-
locity to valy independently of each other.
Further, our approach produces smooth es-
timates over an entire range, whereas the
linear method produces unrealistic and
counterintuitive abrupt changes in velocity
at census years. Our method is susceptible
to automation, so that the population func-
tions can be computed over a large number
of tracts and groupings in a reasonable
amount of computer time. Moreover, we
have indicated how differential census reli-
ability and the associated missing data is-
sues can be addressed. []
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