
Figure 9: Fitting theoretical chain length distribution (solid black line) to the observed
frequencies (dots).

6.2 Chain length: “Reasoning chain” model

The second model is slightly more involved.

We assume a Markovian version of the previous model where the mean innovation rate
(rate at which original statements are generated) can vary in time.

Postulates for our Markovian/Poisson process (which resembles Yule process, see [2], vol.
1, p. 450) are as follows. (i) Direct transitions from state i are possible only to state i+ 1.
(ii) If at epoch t system is in state k, the probability of jump to state k + 1 within short
interval between t and t + h equals λhkλpk(t) + o(h), while probability of more than one
jump is o(h). (iii) Innovation process is defined as increase of probability at state 1 within
short interval between t and t + h proportional to (1 − p1(t))θh. This increase in the state
1 is balances by decrease in all the remaining states proportional to −pk(t)θh.

14




