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ABSTRACT
The study of gene regulation has shown that a variety of molecular mechanisms are capable of performing

this essential function. The physiological implications of these various designs and the conditions that
might favor their natural selection are far from clear in most instances. Perhaps the most fundamental
alternative is that involving negative or positive modes of control. Induction of gene expression can be
accomplished either by removing a restraining element, which permits expression from a high-level
promoter, or by providing a stimulatory element, which facilitates expression from a low-level promoter.
This particular design feature is one of the few that is well understood. According to the demand theory
of gene regulation, the negative mode will be selected for the control of a gene whose function is in low
demand in the organism’s natural environment, whereas the positive mode will be selected for the con-
trol of a gene whose function is in high demand. These qualitative predictions are well supported by
experimental evidence. Here we develop the quantitative implications of this demand theory. We define
two key parameters: the cycle time C, which is the average time for a gene to complete an ON/OFF cycle,
and demand D, which is the fraction of the cycle time that the gene is ON. Mathematical analysis involving
mutation rates and growth rates in different environments yields equations that characterize the extent
and rate of selection. Further analysis of these equations reveals two thresholds in the C vs. D plot that
create a well-defined region within which selection of wild-type regulatory mechanisms is realizable. The
theory also predicts minimum and maximum values for the demand D, a maximum value for the cycle
time C, as well as an inherent asymmetry between the regions for selection of the positive and negative
modes of control.

DIFFERENTIAL regulation of gene expression is yers 1994). Some bacterial genes function only in the
central to much of modern biology. Animal devel- early phase of initial colonization while others only in

opment can be thought of in terms of an early phase, the late phase of stable association. Again, the inability
which begins with an egg and ends with an embryo, and to express a gene when it should be ON or the excess
a late phase, which begins with an embryo and ends expression of a gene when it should be OFF is dysfunc-
with the mature organism (Slack 1992). Some genes tional and in some cases lethal. Expression of any given
function only in the early phase while others only in gene is OFF for a period and ON for another period
the late phase. The inability to express a gene when it with the total duration in this case being the time for
should be ON or the excess expression of a gene when the bacteria to cycle from one host to another. Although
it should be OFF is usually dysfunctional and often le- the organisms in these two examples are quite different,
thal. For any given gene, expression can be considered in each case appropriate differential regulation of gene
a roughly periodic function, which in the simplest case expression is clearly key to their survival.
is OFF for a period and ON for another period with A great deal is known about the molecular details of
the total duration being the lifetime of the organism. many gene systems, particularly in well-studied prokary-
The differential regulation of many such genes in time otic organisms. The wealth of studies in this area has
and space determines the pattern of cell-specific expres- revealed a variety of designs for the regulation of gene
sion that underlies development of the organism. expression. However, we are just beginning to under-

The life cycle of a bacterial association with a host or- stand the functional implications of these various de-
ganism also can be thought of in terms of an early phase, signs and to grasp the factors that have influenced their
which begins with entry into a host organism and ends evolution.
with successful colonization, and a late phase, which One of the first variations in molecular design to be
begins with colonization and ends, after a period of addressed was negative vs. positive modes for control-
stable association, with the entry of another host (Sal- ling gene expression. For example, the lactose (lac)

operon in Escherichia coli is an inducible system with a
negative mode of control by a repressor protein, the
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to addition of the specific inducer, which results in
removal of repressor and initiation of transcription. In
contrast, the maltose (mal) operon is an inducible sys-
tem with a positive mode of control by an activator
protein, the malT gene product (Schwartz 1987). In-
duction in this case involves the specific inducer binding
to the activator protein, which is then able to interact
with RNA polymerase and facilitate initiation of tran-
scription. The same physiological function, induction,
is being realized in each of these cases, but by alternative
molecular mechanisms. Are these alternative designs
historical accidents that are functionally equivalent, or
have they been selected in nature because they exhibit
functional differences?

An answer to this question was provided by demand
theory (Savageau 1974, 1977, 1983a, 1989), which is

Figure 1.—The life cycle of an organism alternating be-based on selectionist arguments. In its simplest form,
tween two different environments. (A) Expression of the genesthe theory can be understood in familiar qualitative
that are specifically required for growth in the environmentterms and leads to the following predictions: a negative labeled H is in high demand, whereas in the alternative envi-

mode of control will be selected when there is a low ronment labeled L their expression is in low demand. (B)
demand for expression of the effector genes in the The average time required for the organism to complete its

life cycle is denoted by C. The fraction of its cycle time spentorganism’s natural environment; a positive mode will
in environment H is denoted by D, which also representsbe selected when there is a high demand for their ex-
demand for expression of the H-specific genes.

pression. These predictions, and a number of others
that follow as natural extensions, have been tested in
over 100 cases and there has been excellent agreement

mand is minimal because the organism is always in the(Savageau 1979, 1983b, 1985).
low-demand environment; if D 5 1, demand is maximalHere I develop the quantitative implications of de-
because the organism is always in the high-demand envi-mand theory. Models that include consideration of the
ronment.organism’s life cycle, molecular mechanisms of gene

Gene expression: The models of gene expression andcontrol, and population dynamics are used to describe
mutation that will be treated are shown schematicallymutant and wild-type populations in two environments
in Figures 2 and 3. The effector genes in each casewith different demands for expression of the genes in
are normally expressed in environment H but not inquestion. These models are analyzed mathematically to
environment L. To simplify the diagrams and the discus-identify conditions that lead to either selection or loss
sion, we shall consider mutations in the regulatoryof a given mode of control. It will be shown that this
mechanism to be an alteration in the modulator site.theory ties together a number of important variables,
Mutations in the structural gene for the regulator pro-including growth rates, mutation rates, minimum and
tein also can disrupt the normal interaction betweenmaximum demands for gene expression, and minimum
the regulatory protein and the modulator site to whichand maximum durations for the life cycle of the organism.
it binds, and these will be suitably accounted for evenAn application of the theory is provided in the accompa-
though they will not be represented diagrammaticallynying article (Savageau 1998), where regulation of the
or discussed in detail. Other types of mutations will belac and mal operons of E. coli is analyzed and the results
considered briefly in the discussion section.are compared with independent experimental data.

In the negative mode of control (Figure 2), environ-
ment H involves expression of the effector gene in the
wild-type organism. It also involves expression in the

MODELS mutants with a defect in the modulator site to which
the negative regulator binds. Normal expression is pre-Life cycle: We shall consider a given effector gene in
vented in the mutants with a defect in the promoteran organism that cycles between two alternative environ-
site. Environment L involves the absence of expressionments, a high-demand environment H, and a low-demand
of the effector gene in the wild-type organism and inenvironment L, as shown in Figure 1. The average cycle
the mutants with a defect in the promoter site. Theretime required for one complete passage through both
is inappropriate expression in the mutant with a defectH and L environments is denoted by C. The average
in the modulator site. The mutation rates between thefraction of time spent in the high-demand environment
different populations are as indicated.is denoted by D. Note that D also signifies demand for

expression of the regulated effector gene. If D 5 0, de- In the positive mode of control (Figure 3), environ-
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Figure 3.—Expression of genes governed by the positive
Figure 2.—Expression of genes governed by the negative

mode of control in the high-demand (H) and low-demandmode of control in the high-demand (H) and low-demand
(L) environments. The symbols are as follows: structural gene(L) environments. The symbols are as follows: structural gene
for the regulator protein, R; structural gene for the effectorfor the regulator protein, R; structural gene for the effector
protein, E; nucleotide sequence for the promoter site, P ; andprotein, E; nucleotide sequence for the promoter site, P ; and
nucleotide sequence for the modulator site, M. The wild-typenucleotide sequence for the modulator site, M. The wild-type
promoter in the positive mode must be a low-level promoterpromoter in the negative mode must be a high-level promoter
for expression to be turned off upon removal of activator,to achieve full expression upon removal of repressor, and a
and a functional modulator site (initiator) is necessary tofunctional modulator site (operator) is necessary for expres-
achieve full expression in the presence of activator. The heavysion to be turned off in the presence of repressor. The heavy
arrows indicate transcription of the effector gene. The fourarrows indicate transcription of the effector gene. The four
diagrams in A and B represent the genotypes of the wild-typediagrams in A and B represent the genotypes of the wild-type
(w), promotermutant (p), modulatormutant (m), and double(w), promoter mutant (p),modulator mutant (m), anddouble
mutant (d). The mutation rates between the populations ofmutant (d). The mutation rates between the populations of
organisms that harbor each of these genotypes are as indi-organisms that harbor each of these genotypes are as indicated
cated with the appropriate subscripts and superscripts; e.g.,with the appropriate subscripts and superscripts; e.g., mH

dm rep-
mL

pw represents the mutation rate in the low-demand environ-resents the mutation rate in the high-demand environment
ment for production of promoter mutants (p) from wild-typefor production of double mutants (d) from modulator mu-
organisms (w).tants (m).

tions are as indicated, but it should be noted that thement H involves expression of the effector gene in the
values for these parameters need not be the same forwild-type organism. It also involves expression in the
the two modes of control.mutants with a mutationally enhanced promoter site.

Populations: All of the relevant populations and con-Normal expression is prevented in the mutants with a
ditions can be represented in a common abstract dia-defect in the modulator site. Environment L involves
gram in which the growth rates of the individual popula-the absence of expression of the effector gene in the
tions and the mutation rates between populations arewild-type organism and in the mutants with a defect in
explicitly depicted (Figure 4). There will be four setsthe modulator site. There is inappropriate expression
of parameter values associated with this diagram, onein the mutants with a mutationally enhanced promoter

site. The mutation rates between the different popula- each for the negative mode in high demand, the nega-
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we shall assume that expression is fully ON or fully OFF
and that both the positive and negative modes of control
have the same capacity for gene regulation (Savageau

1989), which we take to be 100 for the ratio of full ex-
pression to basal expression.

PARAMETERS

The macroscopic parameters in our theory can be
decomposed into constituent parameters that are de-
fined in terms of reference values and relative values
for mutation rates and growth rates.

Mutation rates: The reference mutation rate m is given
by the spontaneous mutation rate per base per DNA
replication. The spontaneous mutation rate for various
structures in our model can be determined from esti-
mates of the spontaneous mutation rate per base and

Figure 4.—Schematic diagram representing the popula- the relative mutation rate given by the number of critical
tions of wild-type and mutant organisms. The symbols are bases that define the DNA targets for these structures.
as follows: number of wild-type organisms, XW; number of

We will consider the following relative mutation ratespromoter mutants, XP; number of modulator mutants, XM; and
in our model: p for loss of a high-level promoter site,number of double mutants, XD. The growth rates of each

population are indicated by the symbol g with the relevant y for gain of a high-level promoter site, t for loss of a
subscripts, and the mutation rates between populations are regulator’s functional target site, and r for loss of a
indicated by m with the appropriate subscripts. See text for functional regulator protein. We can also define a rela-
further discussion.

tive mutation rate ε and explore the effects of gene
expression on mutation rate (Datta and Jinks-Robert-

son 1995; Francino et al. 1996).
Growth rates: The reference growth rate g is definedtive mode in low demand, the positive mode in high

demand, and the positive mode in low demand. as the growth rate of the wild-type organism in the nutri-
tionally richer of the two environments. Its value is notAssumptions: These models are based on a number

of assumptions. First, the organisms harboring these critical because one can simply rescale time accordingly
and none of our results would change. The growth ratesgene systems are assumed to be otherwise isogenic. Sec-

ond, because we are interested in the conditions for in other circumstances can be expressed as the product
of the reference growth rate and the appropriate relativeselection of the wild-type regulatory mechanism, we

shall assume that the ratio of wild-type to mutant organ- growth rate. We will consider the following relative
growth rates in our model: l for mutants that have lostisms is initially 1/10 its steady-state value and then exam-

ine the conditions that lead to enrichment of the wild normal expression of the effector gene, s for mutants
that exhibit superfluous expression of the effector gene,type. Third, sites in the DNA consist of a number of

critical bases, and mutation in any one of these leads and d for the more nutritionally deficient of the two
environments.to a loss of function in the modulator sites. The same

is true of the high-level promoter in the negative mode. Criterion for selection: Our criterion for selection is
that each mutant population shall be reduced to noThe low-level promoter in the positive mode consists of

a smaller number of critical bases, and mutation in any more than u of the wild-type population. A typical value
for u is 0.05% (Leclerc et al. 1996).of these leads to a mutationally enhanced promoter

level. Fourth, the regulator gene consists of a number These relationships are summarized in Table 1. Nu-
merical estimates for these parameters are given in theof critical bases, and mutation in any one of these leads

to a loss of the regulator function. Fifth, we will be accompanying article (Savageau 1998), which provides
a specific application of the theory.concerned only with the forward mutational events as

indicated in Figures 2–4. The back mutational events
can be neglected because the mutant populations will

QUANTITATIVE DEVELOPMENT OF THE THEORY
be small, according to our criterion for selection, and
the probability of back mutation is lower than that in The mathematical analysis needed for this develop-

ment can be significantly reduced by taking advantagethe forward direction. Sixth, although our models will
account for the dynamics of the doubly mutant popu- of two fundamental symmetries in our model. First, there

is a symmetry between the promoter-mutant and modu-lation, we will neglect this aspect because the singly
mutant populations will be small and the probability of lator-mutant populations that is evident in Figure 4. If

the subscripts p and m are simply interchanged thea second mutation will make the production rate of the
doubly mutant population that much smaller. Finally, model remains unchanged. This means that we need
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TABLE 1

Decomposition of macroscopic parameters into constituent parameters

Mode of control

Negative Positive

Parametera High demand Low demand High demand Low demand

gw g gd gd g
gp gl gd gd gs
gm g gds gdl g
gd gl gd gd gs
mpw mpε mp myε my
mmw m (t 1 r)ε m (t 1 r) m (t 1 r) ε m (t 1 r)
mdp m (t 1 r) m (t 1 r) m (t 1 r) ε m (t 1 r) ε
mdm mpε mpε my my

See Figures 2–4 for definition of parameters.
a The parameters for growth rates and mutation rates in turn determine the parameters for the rate constants

in the dynamic Equations 1–4: aww 5 [1 2 (mpw 1 mmw)]gw, apw 5 mpwgw, app 5 (1 2 mdp)gp, amw 5 mmwgw, amm 5
(1 2 mdm)gm, adm 5 mdmgm, adp 5 mdpgp, add 5 gd.

only carry out the analysis for the promoter-mutant pop- Xw(t 1 DC) 5 Xw(t) exp[aH
wwDC] (5)

ulation; the corresponding results for the modulator-
Xp(t 1 DC) 5 [aH

pw/(aH
ww 2 aH

pp)]Xw(t) exp[aH
wwDC]mutant population can then be obtained simply by inter-

changing the subscripts p and m. Second, there is a 1 {Xp(t) 2 [aH
pw/(aH

ww 2 aH
pp)]Xw(t)}

symmetry between the first and second phases of the
3 exp[aH

ppDC]. (6)cycle depicted in Figure 1. If the H and L phases are
interchanged along with the symbols D and (1 2 D) the These numbers then become the initial values for the
temporal pattern remains unchanged. This means that solution in environment L, and the numbers at the end
we need only carry out the analysis from the beginning of the period in environment L are then
of the H phase; the corresponding results from the
beginning of the L phase can then be obtained by inter- Xw(t 1 C) 5 Xw(t) exp[aH

wwDC] exp[aL
ww(1 2 D)C] (7)

changing the superscripts H and L and the symbols D
and (1 2 D). Xp(t 1 C) 5 Xw(t) {[aL

pw/(aL
ww 2 aL

pp)] exp[aH
wwDC]

Dynamics: The equations describing the dynamic be-
3 {exp[aL

ww(1 2 D)C] 2 exp[aL
pp(1 2 D)C]}

havior of the model in Figure 4 are
1 [aH

pw/(aH
ww 2 aH

pp)] exp[aL
pp(1 2 D)C]

dXw/dt 5 aww Xw (1)
3 {exp[aH

wwDC] 2 exp[aH
ppDC]}}

dXp/dt 5 apw Xw 1 app Xp (2)
1 Xp(t) exp[aH

ppDC] exp[aL
pp(1 2 D)C]. (8)

dXm/dt 5 amw Xw 1 amm Xm (3)
Thus, the temporal behavior is determined by four ex-dXd/dt 5 adm Xm 1 adp Xp 1 add Xd , (4)
ponential functions with time constants that are inde-
pendent of C.where the numbers for each population as a function

The ratio of the promoter-mutant to the wild-typeof time are given by the symbol X with appropriate
numbers, which is plotted in Figure 5, yieldssubscripts and the first-order rate constants are given

by the symbol a, again with appropriate subscripts. The
Xp(t 1 C)/Xw(t 1 C) 5 {[aL

pw/(aL
ww 2 aL

pp)]rate constants are in turn related to the various mutation
rates and growth rates, represented by the symbols m 3 {1 2 exp[(aL

pp 2 aL
ww)(1 2 D)C]}

and g with suitable subscripts: aww 5 [1 2 (mpw 1
1 [aH

pw/(aH
ww 2 aH

pp)]mmw)]gw, apw 5 mpwgw, app 5 (1 2 mdp)gp, amw 5 mmwgw,
amm 5 (1 2 mdm)gm, adm 5 mdmgm, adp 5 mdpgp, add 5 gd. 3 {1 2 exp[(aH

pp 2 aH
ww)DC]}

Equations 1–4 are linear and easily solved to obtain
3 exp[(aL

pp 2 aL
ww) (1 2 D)C]}numbers for the wild-type and mutant populations as a

function of time. The numbers for the wild-type and 1 {exp[(aH
pp 2 aH

ww)DC]
promoter-mutant populations at the end of a full period

3 exp[(aL
pp 2 aL

ww)(1 2 D)C]}
in environment H are given in terms of the initial values
at an arbitrary time t : 3 Xp(t)/Xw(t)
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sides of Equation 9 and solving to obtain the following
expression:

Xp/Xw 5 {[aL
pw/(aL

ww 2 aL
pp)]

3 {1 2 exp[(aL
pp 2 aL

ww)(1 2 D)C]}

1 [aH
pw/(aH

ww 2 aH
pp)]

3 {1 2 exp[(aH
pp 2 aH

ww)DC]} exp[(aL
pp 2 aL

ww)

3 (1 2 D)C]}/{1 2 exp[(aH
pp 2 aH

ww)DC

1 (aL
pp 2 aL

ww)(1 2 D)C]} . (10)

If, instead of starting the analysis at the beginning of
the period in environment H, we were to start it at the
beginning of the period in environment L, then the
results would be equivalent to those in Equations 5–10
except for an exchange of the superscripts H and L and
the symbols D and (1 2 D). The second value of the
ratio in steady state, when it exists, is thus

Figure 5.—Recursive relationship for the ratio of popula-
tion sizes for promoter-mutant and wild-type organisms. The

Xp/Xw 5 {[aH
pw/(aH

ww 2 aH
pp)]{1 2 exp[(aH

pp 2 aH
ww)DC]}horizontal axis gives the value of the ratio at an arbitrary time

t ; the vertical axis gives the value at the subsequent time t 1
1 [aL

pw/(aL
ww 2 aL

pp)]{1 2 exp[(aL
pp 2 aL

ww)C, which is one complete cycle later. Selection for the wild-
type organism is indicated when the recursive relationship, 3 (1 2 D)C]}
which is the straight line given by Equation 9, has a slope
between 0 and 1 and an intercept between 0 and 0.0005. The 3 exp[(aH

pp 2 aH
ww)DC]}/{1 2 exp[(aL

pp 2 aL
ww)

intersection of this line with the 458 line determines a value
for the ratio that represents a stable steady state. 3 (1 2 D)C 1 (aH

pp 2 aH
ww)DC]} . (11)

Equations 10 and 11 represent different aspects of the
same steady-state pattern. One of the two steady-stateor
solutions for this ratio gives the maximum value whereas

Xp(t 1 C)/Xw(t 1 C) 5 (intercept) the other gives the minimum value. These values can
1 (slope) Xp(t)/Xw(t). be used to define the extent of selection. We shall always

(9) be interested in the maximum value of the ratio; if
this is less than the criterion for selection, then theNote that the intercept and slope in this expression are
minimum value will certainly be less as well.both positive quantities. A slope greater than 1 implies

Definition of the threshold for selection: The thresh-that the ratio tends to infinity with time and thus that
old for selection of the wild-type promoter is obtainedthe wild-type promoter is lost. A slope between 0 and 1
from the solution of Equation 10 or 11, whichever givesimplies that the ratio tends to a fixed value (given by
the maximum value for the ratio. The values for thethe intersection with the 458 line) with time and, if this
growth rates and mutation rates in the high- and low-value is less than u (the criterion for selection), that
demand environments (for either the positive or thethe wild-type promoter will be preserved. An intercept
negative mode of control in Table 1) determine thegreater than u implies loss of the wild-type promoter
values for the rate-constant parameters that appear inno matter what the value of the slope.
Equations 10 and 11. The ratio Xp/Xw is then fixed withStarting with any set of values for the wild-type and
a value equal to u, which is the criterion for selection.promoter-mutant populations, Equations 7–9 can be
The result of these parameter assignments is a nonlinearapplied recursively to calculate the subsequent popula-
equation involving the cycle time C and the demand fortion sizes and ratios as a function of time. From these
gene expression D that defines the threshold for selection.results one can determine the rate of selection of the
There is no explicit solution for C as a function of D.wild-type regulatory mechanism.
However, the threshold for selection of the wild-typeSteady-state pattern: The ratio of promoter-mutant
promoter can be obtained by bisection (Press et al.and wild-type populations increases in one environment
1988) when numerical values are assumed for the pa-and decreases in the other to produce a sawtooth pat-
rameters in Equation 10 or 11.tern. Once the initial transients have died away, a re-

As noted at the beginning of this section, the corre-peating pattern with two steady-state values is estab-
sponding results for the modulator-mutant populationlished. The first value of the ratio in steady state, when

it exists, is calculated by equating the ratios on the two can be obtained from Equations 5–11 simply by inter-
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changing the subscripts p and m. We will make use of
these expressions below.

Although there is no analytical solution that gives the
thresholds for selection, their asymptotic behavior can
be determined analytically. As will be seen in the follow-
ing sections, the analytical expressions allow one to draw
general conclusions that are independent of particular
numerical values for the parameters.

Threshold for selection of a promoter with the nega-
tive mode: The ratio of promoter-mutant and wild-type
populations is decreasing in environment H and in-
creasing in environment L. Thus, the maximum value
in steady state is determined from the analysis that starts
in H. The asymptotic character of the threshold for
selection of the promoter can be determined from
Equation 10. First, it should be noted from Table 1 that
(aL

pp 2 aL
ww) . 0 and aL

pw/(aL
ww 2 aL

pp) 5 21. Second, for
typical values of the parameters, (aH

pp 2 aH
ww) , 0.

When C @ 1, and D . (aL
pp 2 aL

ww)/[(aL
pp 2 aL

ww) 2

(aH
pp 2 aH

ww)], Equation 10 can be approximated as

Figure 6.—Schematic representation of the thresholds for
u 5 exp[(aL

pp 2 aL
ww)(1 2 D)C] 2 1 selection of the wild-type regulatory mechanism as functions

of the cycle time and the demand for gene expression. The1 [aH
pw/(aH

ww 2 aH
pp)] exp[(aL

pp 2 aL
ww)(1 2 D)C] ,

threshold for selection against the promoter mutants is ob-
(12) tained for a given set of parameter values by setting the ratio

ofXp/Xw 5 0.0005 in Equation 10 or 11 and then solving for the
where u is the criterion for selection of the promoter. cycle time C as a function of the demand for gene expression D.

The threshold for selection against the modulator mutants isSolving for C as a function of D yields
obtained in a similar fashion (see text for discussion). In each
case, selection is indicated by values for C and D that lie below
the calculated threshold. Selection for the wild-type regulatoryC 5

log[1 1 u] 2 log[1 1 aH
pw/(aH

ww 2 aH
pp)]

(aL
pp 2 aL

ww)
1

1 2 D
.

mechanism occurs for those values of C and D that lie below
both threshold simultaneously. These thresholds define mini-(13)
mum and maximum values for demand.

The arguments of the logarithms are nearly unity, so
that

Dmin 5
(aL

pp 2 aL
ww)(1 1 u)

(aL
pp 2 aL

ww)(1 1 u) 2 aH
pw 2 (aH

pp 2 aH
ww)uC 5

u 2 aH
pw/(aH

ww 2 aH
pp)

(aL
pp 2 aL

ww)
1

1 2 D
(14)

(16)

oror
Dmin 5 mpd(1 1 u)/{mpd(1 1 u)

C 5
u 2 mpε/[1 2 l(1 2 mt 2 mr) 2 mε(p 1 t 1 r)]

mpgd 1 [1 2 l(1 2 mt 2 mr)

2 mε(p 1 t 1 r)]u 2 mpε}
3

1
1 2 D ≈ mpd/u(1 2 l). (17)

Thus, the low-C asymptote is given by a vertical line≈ u

mpgd

1
1 2 D

.
(15) located at D 5 Dmin in a log C vs. log D plot.

The threshold for selection of the promoter is charac-
Thus, the high-C asymptote in a log C vs. log D plot is terized by the combination of these high- and low-C
given by a line that is nearly horizontal for values of asymptotes as shown schematically in Figure 6.
D ! 1 and that approaches infinity as D goes to unity. Threshold for selection of a modulator (regulator)

When C ! 1, the exponential functions in Equation with the negative mode: The ratio of modulator-mutant
10 can be approximated by the first three terms of their and wild-type populations is decreasing in environment
Taylor series and the resulting equation can be solved L and increasing in environment H. Thus, the maxi-
for C as a function of D. The value of D 5 Dmin that mum value in steady state is determined from the analy-

sis that starts in L. The asymptotic character of themakes C 5 0 is given by
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threshold for selection of the modulator (regulator) control is realizable: Selection for both wild-type pro-
moter and wild-type modulator (regulator) requires val-can be determined from Equation 11 after interchang-

ing the subscripts p and m. In this case, (aH
mm 2 aH

ww) . ues of C and D that lie in the shaded region below the
two thresholds shown schematically in Figure 6. The0, aH

mw/(aH
ww 2 aH

mm) 5 21 and, for typical values of the
parameters, (aL

mm 2 aL
ww) , 0. low-C asymptotes of these thresholds (Equations 17 and

23) define the minimum Dmin and maximum Dmax valuesWhen C @ 1, and D , (aL
mm 2 aL

ww)/[(aL
mm 2 aL

ww) 2
(aH

mm 2 aH
ww)], Equation 11 can be approximated as of the demand for gene expression. The intersection

of the two thresholds yields a prediction for maximum
u 5 exp[(aH

mm 2 aH
ww)DC] 2 1

cycle time Cmax. As shown elsewhere, with numerical
estimates for the various parameters, the theory predicts1 [aL

mw/(aL
ww 2 aL

mm)] exp[(aH
mm 2 aH

ww)DC], (18)
other more relevant values not only for maximum cycle

where u is the criterion for selection of the modulator.
time, but also for minimum cycle time and optimal cycle

Solving for C as a function of D yields
time (Savageau 1998). Thus, the thresholds define a
region of the C vs. D plot within which selection for the

C 5
log[1 1 u] 2 log[1 1 aL

mw/(aL
ww 2 aL

mm)]
(aH

mm 2 aH
ww)

1
D

.
wild-type regulatory mechanism is realizable and outside
of which it is not.(19)

Existence of a region of realizable selection for the
The arguments of the logarithms are nearly unity, so negative mode: Clearly, Dmax . Dmin is required for a
that region of realizable selection to exist. These boundaries

for selection are strongly influenced by the selection
C 5

u 2 aL
mw/(aL

ww 2 aL
mm)

(aH
mm 2 aH

ww)
1
D

(20) coefficients (1 2 l and 1 2 s), which are related to
the differences in growth rates for wild-type and mutant

or organisms. This is seen most clearly for the simplified
case in which all relative mutation rates are equal to

C 5
u 2 m(t 1 r)/[1 2 s(1 2 mpε) 2 m(p 1 t 1 r)]

m(t 1 r)εg

1
D unity and all mutants have the same reduction in growth

rate. The inequality involving Equations 17 and 23 yields
≈ u

m(t 1 r)εg

1
D

. (21) a critical value for the selection coefficients; selection
of the wild-type regulatory mechanism is possible only

Thus, the high-C asymptote is given by a straight line when the selection coefficients exceed this critical value:
with slope equal to 21 in a log C vs. log D plot.

(1 2 l) 5 (1 2 s)When C ! 1, the exponential functions in the steady-
state ratio can be approximated by the first three terms

.
m(1 1 d)

2u 31 1 ! 1 1
4(1 2 d)
(1 1 d)2 4 .of their Taylor series and the resulting equation can be

solved for C as a function of D. The value of
(24)D 5 Dmax that makes C 5 0 is given by

This can be seen graphically in Figure 7 where the
Dmax 5

[2u(aL
mm 2 aL

ww) 2 aL
mw]

[2u(aL
mm 2 aL

ww) 2 aL
mw] 1 (aH

mm 2 aH
ww)(1 1 u) thresholds for selection are plotted for different values

of the selection coefficients.
(22) Discriminate selection for the negative mode of con-

trol: When the reduction in growth rate for the mutantsor
is sufficiently small (,z0.0005% in this illustration)

Dmax 5 d{u[1 2 s(1 2 mpε) 2 m(p 1 t 1 r)] there is no overlap beneath the thresholds. No selection
for the wild-type regulatory mechanism is possible when

2 m(t 1 r)}/d{u[1 2 s(1 2 mpε)
the selection pressure is too weak. When the reduction

2 m(p 1 t 1 r)] in growth rate has an intermediate value (between
0.0005 and 0.01% in this illustration) there is a signifi-

2 m(t 1 r)}
cant and well-delineated overlap beneath the thresh-

1 m(t 1 r)ε(1 1 u) olds. Discriminate selection for the wild-type regulatory
mechanism occurs within a range of relatively low values≈ 1/{1 1 m(t 1 r)ε/[du(1 2 s)]}. (23)
for demand, but not outside it. When the reduction
in growth rate is sufficiently large (.z0.01% in thisThus, the low-C asymptote is given by a vertical line

located at D 5 Dmax in a log C vs. log D plot. illustration) the overlap is so large that it encompasses
almost the entire range of values for demand. Indiscrim-The threshold for selection of the modulator (regu-

lator) is characterized by the combination of these inate selection for the wild-type regulatory mechanism
occurs under these conditions.high- and low-C asymptotes as shown schematically in

Figure 6. Threshold for selection of a promoter with the posi-
tive mode: The ratio of promoter-mutant and wild-typeRegion in which selection for the negative mode of
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Solving for C as a function of 1 2 D yields

C 5
log[1 1 u] 2 log[1 1 aL

pw/(aL
ww 2 aL

pp)]
(aH

pp 2 aH
ww)

3
1

1 2 (1 2 D)
(26)

or

C 5
u 2 my/[1 2 s(1 2 m(t 1 r)ε) 2 m(y 1 t 1 r)]

myεgd

3
1

1 2 (1 2 D)

≈ u

myεgd

1
1 2 (1 2 D)

. (27)

Thus, the high-C asymptote in a log C vs. log(1 2 D)
plot is given by a line that is nearly horizontal for values
of (1 2 D) ! 1 and that approaches infinity as (1 2 D)
goes to unity.

When C ! 1, the exponential functions in Equation
11 can be approximated by the first three terms of their
Taylor series and the resulting equation can be solved
for C as a function of 1 2 D. The value of 1 2 D 5 1 2
Dmax that makes C 5 0 is given by

1 2 Dmax 5
(aH

pp 2 aH
ww)(1 1 u)

(aH
pp 2 aH

ww)(1 1 u) 2 aL
pw 2 (aL

pp 2 aL
ww)u

(28)
Figure 7.—Discriminate selection for wild-type regulatory

ormechanisms with alternative modes of control requires inter-
mediate values for the selection coefficients. Results (A–F)

1 2 Dmax 5 myεd(1 1 u)/{myεd(1 1 u)are shown for the negative mode in a simplified case (see
text for discussion). When selection coefficients are too low

1 [1 2 s(1 2 m(t 1 r)ε)(,0.0005%), there is no selection for the wild type. At interme-
diate values (0.0005–0.01%), discriminate selection for the 2 m(y 1 t 1 r)]u 2 my}
wild type occurs at relatively low values of demand. When sel-
ection coefficients are too high (.0.01%), selection for the ≈ myεd/u(1 2 s) . (29)
wild-type regulatory mechanism occurs indiscriminately at
nearly all values of demand. The results for the positive mode Thus, the low-C asymptote is given by a vertical line
are similar, except that discriminate selection occurs at rela- located at 1 2 D 5 1 2 Dmax in a log C vs. log(1 2 D)tively high values of demand.

plot.
The threshold for selection of the promoter in this

case is characterized by high- and low-C asymptotes that
populations is decreasing in environment L and increas- are similar to those for the negative mode shown sche-
ing in environment H. Thus, the maximum value in matically in Figure 6, except that the horizontal axis is
steady state is determined from the analysis that starts given by log(1 2 D) rather than log D (data not shown).
in L. The asymptotic character of the threshold for Threshold for selection of a modulator (regulator)
selection of the promoter can be determined from with the positive mode: The ratio of modulator-mutant
Equation 11. In this case, it can be seen from Table 1 and wild-type populations is decreasing in environment
that (aH

pp 2 aH
ww) . 0, aH

pw/(aH
ww 2 aH

pp) 5 21 and, for H and increasing in environment L. Thus, the maxi-
typical values of the parameters, (aL

pp 2 aL
ww) , 0. mum value in steady state is determined from the analy-

When C @ 1 and (1 2 D) . (aH
pp 2 aH

ww)/[(aH
pp 2 sis that starts in H. The asymptotic character of this

aH
ww) 2 (aL

pp 2 aL
ww)], Equation 11 can be approximated threshold can be determined from Equation 10 after

as interchanging the subscripts p and m. In this case,
(aL

mm 2 aL
ww) . 0, aL

mw/(aL
ww 2 aL

mm) 5 21 and, for typical
u 5 exp[(aH

pp 2 aH
ww)DC] 2 1

values of the parameters, (aH
mm 2 aH

ww) , 0.
When C @ 1, and (1 2 D) , (aH

mm 2 aH
ww)/[(aH

mm 21 [aL
pw/(aL

ww 2 aL
pp)] exp[(aH

pp 2 aH
ww)DC]. (25)
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aH
ww) 2 (aL

mm 2 aL
ww)], Equation 10 can be approximated nate selection for the positive mode of control occurs

as within a well-delineated range of relatively high values
for demand, but not outside this range. At large percent-

u 5 exp[(aL
mm 2 aL

ww)(1 2 D)C] 2 1
ages, selection occurs indiscriminately at nearly all val-

1 [aH
mw/(aH

ww 2 aH
mm)] exp[(aL

mm 2 aL
ww)(1 2 D)C] . ues for demand, and, given the above results for the

(30) negative mode, one would expect positive and negative
modes of control to arise at random with nearly equalSolving for C as a function of 1 2 D yields
probability. Such indiscriminate selection is inconsistent
with the experimental evidence, which suggests discrimi-C 5

log[1 1 u] 2 log[1 1 aH
mw/(aH

ww 2 aH
mm)]

(aL
mm 2 aL

ww)
1

1 2 D nate selection of negative and positive modes of control
based on demand for gene expression (Savageau 1989).(31)

Asymmetric regions in which selection for the alterna-
or tive modes is realizable: The simplified case examined

in Figure 7 suggests completely symmetric regions inC 5
u 2 m(t 1 r)ε/[1 2 l(1 2 my) 2 mε(y 1 t 1 r)]

m(t 1 r)g which selection for the alternative modes occurs. Alter-
natively, the region for the positive mode with 1 2 D

3
1

1 2 D
(32) as the horizontal axis is identical to that for the negative

mode with D as the horizontal axis. This implies that
the value of Dmax (Equation 23) for the negative mode≈

u

m(t 1 r)g

1
1 2 D

.
is equal to the value of 1 2 Dmin (Equation 34) for
the positive mode. This would be true if the following

Thus, the high-C asymptote is given by a straight line
conditions were satisfied: uN 5 uP, mN 5 mP, tN 5 tP, rN 5

with slope equal to 21 in a log C vs. log(1 2 D) plot.
rP, εN 5 εP 5 1, sN 5 lP, pN 5 yP. While it is reasonableWhen C ! 1, the exponential functions in the steady-
to assume that the first four conditions are satisfiedstate ratio can be approximated by the first three terms
(criterion for selection u, mutation rate m, size of theof their Taylor series and the resulting equation can be
modulator target t, and size of the regulator r are thesolved for C as a function of 1 2 D. The value of 1 2
same for both the negative N and positive P mode), itD 5 1 2 Dmin that makes C 5 0 is given by
is very unlikely that the last three would ever be satisfied.
There is evidence that gene expression has an influence1 2 Dmin 5

2aH
mw 2 (aH

mm 2 aH
ww)u

2aH
mw 2 (aH

mm 2 aH
ww)u 1 (aL

mm 2 aL
ww)(1 1 u) on mutation rate (ε ≠ 1), that the reduction in growth

rate due to superfluous gene expression is less than that(33)
due to the loss of normal gene expression (sN , lP), andor
that down-promoter mutations in the negative mode

1 2 Dmin are more frequent than up-promoter mutations in the
positive mode (pN . yP). From these considerations we

5
d{u[1 2 l(1 2 my) 2 mε(y 1 t 1 r)] 2 m(t 1 r)ε}

d{u[12l(12my)2mε(y1t1r)]2m(t1r)ε}1m(t1r)(11u) can predict asymmetric regions in which selection for
the alternative modes is realizable. Furthermore, be-
cause loss of normal expression typically causes a more≈ 1

1 1 m(t 1 r)/[du(1 2 l)]
. (34)

significant reduction in growth rate than superfluous
expression, we can predict that the realizable region forThus, the low-C asymptote is given by a vertical line
selection of the positive mode is greater than that forlocated at 1 2 D 5 1 2 Dmax in a log C vs. log(1 2 D)
the negative mode.plot.

Time course of selection: If we start with each mutantThe threshold for selection of the modulator (regula-
ratio (Xp/Xw and Xm/Xw) at some value larger than itstor) in this case is characterized by high- and low-C
steady-state value, then these mutant ratios will mono-asymptotes that are similar to those for the negative
tonically decrease with time, as can be seen from Figuremode shown schematically in Figure 6, except that the
5. Alternatively, the wild-type regulatory mechanism ishorizontal axis is given by log(1 2 D) rather than log
enriched with time, since the ratio of wild-type to mutantD (data not shown).
organisms Xw/(Xm 1 Xp) is equal to the reciprocal ofDiscriminate selection for the positive mode of con-
the mutant fraction, which we define as fm. The temporaltrol: The results for the positive mode of control are
behavior of the populations is a function of the demandcompletely symmetrical to those obtained for the nega-
for gene expression D. However, the behavior is inde-tive mode of control under the simplifying conditions
pendent of the cycle time C in the following sense. Thein Figure 7; one need only replace D by (1 2 D). When
time scale is actually discrete, given by values of nC,the percentage reduction in growth rate for the mutants
where n is the number of cycles. Thus, within a fixedis small, no selection for the wild-type regulatory mecha-

nism is possible. At intermediate percentages, discrimi- time period, the same degree of enrichment can be
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achieved with either a large value for C and a small when the extent of selection is set equal to the criterion
for selection.number n or a small value for C and a larger number n.

Extent of selection: While there is selection for the The thresholds for selection in the C vs. D plot define
regions within which selection of the positive or negativewild-type regulatory mechanism throughout the region

of overlap beneath the thresholds (e.g., Figure 6), the mode of regulation is realizable (Figure 6). Their inter-
section defines a maximum value for the cycle timeextent of the selection varies as a function of cycle time

C and demand D. We define the extent of selection as the Cmax, and their asymptotes define minimum Dmin and
maximum Dmax values of the demand for gene expres-steady-state value of Xw/(Xm 1 Xp), which is the inverse

of the mutant fraction in the population (1/fm). For a sion. These regions also exhibit an inherent asymmetry
that favors selection of the positive mode.given value of C , Cmax, one mutant population increases

as the corresponding threshold is approached; it domi- As can be seen from the asymptotic expressions for
Dmin and Dmax (Equations 17, 23, 29, and 34), the rationates the mutant fraction and the extent of selection

reaches its minimum (1/u). Similarly, the second mu- of mutation rate to selection coefficient is the most
relevant determinant of the allowed region for selec-tant population increases as the other threshold is ap-

proached; it dominates the mutant fraction and the tion. Indeed, if the target sizes for the various types of
mutations and the selection coefficients are increasedextent of selection again reaches its minimum. Thus,

the extent of selection reaches its maximum at a value by the same order of magnitude, then the results are
essentially unchanged.of D that is intermediate between its threshold values.

Rate of selection: Equations 7–9 can be applied recur- These predictions, and others that are made pos-
sible by the assignment of specific values for the parame-sively to calculate population sizes and ratios as a func-

tion of time. The rate at which selection occurs is inde- ters, are examined further in the accompanying article
(Savageau 1998), where we apply this theory to thependent of cycle time, as noted above. We define response

time as the time required for the ratio Xw/(Xm 1 Xp) to regulation of the lactose and maltose operons of Esche-
richia coli.reach 99% of its steady-state value starting from an initial

state in which the numbers of the two types of mutants The quantitative version of demand theory presented
in this study provides a framework for further develop-are equal and the ratio is equal to 1/10 of its steady-

state value. Recall that the time points are given in units ment. Other types of mutations can be incorporated
in a relatively straightforward manner. Mutations thatof nC, where C is the cycle time and n is the number

of cycles. The same temporal behavior is obtained re- result in a phenotype similar to that of an existing muta-
tion can be included by simply adding their target size,gardless of whether C is large (n small) or small (n

large). However, the resolution is poorer for large values as was done here for mutations in the regulator gene
and in the modulator site to which the regulator bindsof C because the minimum value of n is 1. There is no

analytical expression for response time, but it is readily (t 1 r). Mutations in the structural gene for the effector
protein could be included by adding the appropriatedetermined by numerical means in specific cases, as can

be seen in the following application (Savageau 1998). target size to the target size of the promoter (p), in the
case of the negative mode, or the modulator/regulator
(t 1 r), in the case of the positive mode. Similarly, in
this study we have emphasized the predominant types

DISCUSSION
of mutations that disrupt normal function. Those that
might augment normal function can be considered byDemand theory of gene regulation predicts that the

molecular mode of control is correlated with the de- again adding their target size to the target size of an-
other mutation that results in a similar phenotype. Formand for gene expression in the organism’s natural

environment (Savageau 1989). The quantitative devel- example, a mutation in an operator site might result in
tighter binding of the cognate repressor and failure toopment presented in this article not only confirms and

quantifies the previous qualitative predictions, but it also allow induction of gene expression in the high-demand
environment. Such a mutant would exhibit the sameidentifies critical factors and reveals new relationships.

The recursive equations that characterize the popula- phenotype as the promoter mutants we have considered.
The target size for mutations that augment binding,tion dynamics of mutant and wild-type organisms (Equa-

tions 7–9) allow one to predict the time course for which is presumably smaller than the target size for muta-
tions that disrupt the normal operator, can be added toselection. The form of these equations also allows one

to predict that the response time for selection is inde- the target size for mutations in the promoter (p).
Mutants that result in phenotypes different frompendent of the cycle time C, whereas it is strongly depen-

dent upon the demand for gene expression D. The those considered here also can be added in a straightfor-
ward manner. In these cases, one first calculates thesteady-state solution of the recursive equations provides

estimates for the extent of selection (Equations 10 and individual threshold for each class of mutation; this may
involve entirely different sets of parameters and not just11). A threshold for selection is determined by the rela-

tionship between cycle time C and demand D that results a different target size for mutation. Then one adds these
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ated by transcription-coupled repair in enterobacterial genes.thresholds to obtain the region of allowable selection
Science 272: 107–109.

for the wild-type regulatory system. For the cases de-
Leclerc, J. E., B. Li, W. L. Payne and T. A. Cebula, 1996 High

mutation frequencies among Escherichia coli and Salmonella patho-scribed in the previous paragraph, this method and the
gens. Science 274: 1208–1211.method of simply adding the appropriate target sizes

Miller, J. H., and W. S. Reznikoff, 1980 The Operon. Cold Spring
produce the same results (data not shown). Harbor Laboratory Press, Cold Spring Harbor, NY.

Press, W. H., B. P. Flannery, S. A. Teukolsky and W. T. Vetterling,In summary, the quantitative development of demand
1988 Numerical Recipes in C. Cambridge University Press, Newtheory reveals unexpected relationships between the York.

demand for gene expression D and the average ON/ Salyers, A. A., 1994 Bacterial Pathogenesis: A Molecular Approach. ASM
Press, Washington, DC.OFF cycle time for the gene C, which is a manifestation

Savageau, M. A., 1974 Genetic regulatory mechanisms and the eco-
of the organism’s life cycle. The theory provides equa- logical niche of Escherichia coli. Proc. Natl. Acad. Sci. USA 71:

2453–2455.tions for the rate and extent of selection, and these
Savageau, M. A., 1977 Design of molecular control mechanismsreveal well-defined regions of the C vs. D plot within and the demand for gene expression. Proc. Natl. Acad. Sci. USA

which selection is realizable. The realizable regions for 74: 5647–5651.
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expression: a general theory and experimental evidence, pp. 57–
asymmetry with characteristic values for Dmin, Dmax, and 108 in Biological Regulation and Development, Vol. 1, edited by R. F.

Goldberger. Plenum, New York.Cmax. The demand theory of gene regulation can be
Savageau, M. A., 1983a Regulation of differentiated cell-specificextended within the framework presented here to in-

functions. Proc. Natl. Acad. Sci. USA 80: 1411–1415.
clude organisms with life cycles that are more complex
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