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ABSTRACT
Molecular epidemiological association studies use valuable biosamples and incur costs. Statistical methods

for early genotyping termination may conserve biosamples and costs. Group sequential methods (GSM)
allow early termination of studies on the basis of interim comparisons. Simulation studies evaluated the
application of GSM using data from a case-control study of GST genotypes and prostate cancer. Group
sequential boundaries (GSB) were defined in the EAST-2000 software and were evaluated for study
termination when early evidence suggested that the null hypothesis of no association between genotype
and disease was unlikely to be rejected. Early termination of GSTM1 genotyping, which demonstrated no
association with prostate cancer, occurred in �90% of the simulated studies. On average, 36.4% of
biosamples were saved from unnecessary genotyping. In contrast, for GSTT1, which demonstrated a positive
association, inappropriate termination occurred in only 6.6%. GSM may provide significant cost and
sample savings in molecular epidemiology studies.

ALTHOUGH group sequential methods (GSM) are null hypothesis may save samples, reagents, labor, and
routinely used to monitor randomized clinical tri- opportunity costs. Finally, clearly defined interim analy-

als, they have not yet been widely applied to molecular sis procedures would provide investigators with a formal
epidemiology (ME) studies. In clinical trials, GSM allow tool for evaluating their data on an ongoing basis.
early closure of one or more treatment arms on the Previous investigators have described the importance
basis of interim analysis (Whitehead 1999). By enabling of early closure for null effects (Gould 1983; Jennison
early closure, GSM protect patients from unnecessary and Turnbull 2000). O’Neill and Anello first described
exposure to an unfavorable treatment. The statistical the use of the Wald sequential probability ratio test
“cost” for early closure, the loss of precision of the effect (SPRT), an open procedure, in a matched case-control
size estimate, is acceptable because patients are pro- study (O’Neill and Anello 1978). Pasternak and
tected from unnecessary exposure to unfavorable thera- Shore (1980) demonstrated that in a cohort study the
pies. There is an extensive literature on group sequen- group sequential design had generally higher efficiency
tial methods and their application to clinical trials; an than that of a fixed sample plan. Kaaks et al. (1994)
excellent summary is provided in Jennison and Turn- demonstrated the application of a sequential t-test to
bull (2000). the use of biologic samples. Van der Tweel and van

Early closure for “futility,” in which the study is un- Noord (2000) described both a SPRT and a triangular
likely to lead to rejection of the null hypothesis, is be- test for sample sequential analysis of genotype data.
coming more commonly used in clinical trials. Although Recently, Satagopan et al. (2002) described the use of
ME studies lack this ethical imperative for early closure, a two-stage design for maximizing power when the total
such studies would benefit from early closure for futility cost is the primary study constraint.
for several reasons. First, such studies often use biologic

Current molecular epidemiology studies, however,
samples that are difficult to obtain or limited in quantity.

have practical characteristics that preclude these ap-Second, genotype assessment incurs both material and
proaches. First, the finite number of available sampleslabor costs. Thus, early closure for failure to reject the
and limits on funding time lines prevent the use of an
“open” GSM whose sample size is potentially unlimited.
Second, almost all molecular epidemiology studies ac-
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Figure 1.—Hypothetical
OBF boundary and test sta-
tistic. Evolution of two-sided
test statistic that crosses the
OBF boundary at the sixth
look and terminates the ex-
periment.

sequential groups of genotype data rather than sequen- tion of GSM. Two previously published data sets of GST
genotype and prostate cancer risk were used for thetial individual genotypes. Finally, current studies often

evaluate a small number of genotypes (�10), thus mak- simulations (Rebbeck et al. 1999). These data sets were
chosen for several reasons. First, the GSTM1 data seting the sample itself the primary limiting variable.

We evaluated the group sequential boundaries meth- reported a null association and represented the case
where early stopping for futility with a GSM could pro-ods because of their widespread use and the availability

of GSM commercial software. In GSM, the number of vide significant sample and cost savings. Second, the
GSTT1 data set reported a positive association and wasinterim “looks” is frequently equally spaced and prede-

fined at the design stage. These criteria may be relaxed used to evaluate the frequency of inappropriate geno-
typing termination. Since publication, additional casesduring study conduct. In a case-control study, the test

statistic is the �2 value corresponding to the odds ratio and controls have been genotyped; the sample set used
in the simulations contained a total of 675 GSTM1 andof disease between cases and controls. In the case of

early stopping for futility, if the �2 test statistic is less 725 GSTT1 genotypes. The observed odds ratio (OR)
for GSTM1 was OR � 0.99, 95% confidence intervalthan a predefined value, called a boundary value, then

it is unlikely that genotyping additional samples will give (C.I.) 0.72–1.38; for GSTT1, the OR � 1.61, 95% C.I.
1.12–2.32. In addition to representing both a null anda statistically significant result. Therefore genotyping

stops once the �2 test statistic crosses this boundary. a positive association, both data sets have samples sizes
and odds ratios typically seen in present-day ME studies.Stopping boundaries may be defined by commercial

software packages such as EAST-2000 (Cambridge, MA; Finally, the raw data were readily available for the simula-
tion studies.http://www.cytel.com) or PEST (Reading, UK; http://

www.rdg.ac.uk/mps/mps_home/software/pest4/pest4. O’Brien-Fleming (OBF) stopping boundaries for
both rejection and failure of rejection of the null hy-htm) or by writing local software (Schoenfeld 2001).

Figure 1 demonstrates the evolution of a test statistic pothesis at each interval of genotype data acquisition
were defined using EAST-2000 (O’Brien and Flemingin a hypothetical study with eight looks. The study would

terminate early to accept the null hypothesis if the path 1979). We chose the OBF boundary because it is most
frequently used to monitor clinical trials and is moreof the test statistic crossed the boundary at any point, as

occurs at look number 6. For some choices of parameter conservative than the alternative Pocock boundary for
both rejection and acceptance of the null hypothesis.values, early closure is not possible. For example, the

boundary shown in Figure 1 does not allow closure at A more conservative boundary also limits the decrease
in power associated with using GSM. We chose EAST-the first look, where it is undefined. Therefore, irrespec-

tive of the results obtained at the first look, a second 2000 for its ease of use and commercial availability since
many groups conducting molecular epidemiology stud-round of genotyping would be required.

Simulation studies were used to evaluate the applica- ies did not have resources to generate in-house software.
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TABLE 1

Results of simulation studies for GSTM1

Simulation parameters Simulation results
Fixed

Look % stop Average design
No. Control Case no. OR Power 1 2 3 4 5 6 early N (N)

No. of replications stopping at
each interim look

1 0.10 0.15 2 1.6 46.1 947 94.7 377 1366
2 0.10 0.17 2 1.8 69.0 855 85.5 406 741
3 0.10 0.18 2 2 85.2 684 68.4 459 583
4 0.38 0.50 2 1.6 84.3 708 70.8 452 530
5 0.38 0.53 2 1.8 96.6 239 23.9 600 339
6 0.38 0.55 2 2 99.4 45 4.5 661 263
7 0.50 0.62 2 1.6 84.4 708 70.8 452 530
8 0.50 0.64 2 1.8 96.5 248 24.8 597 385
9 0.50 0.67 2 2 99.4 50 5.0 659 256

10 0.10 0.15 3 1.6 42.9 821 179 100.0 318 1366
11 0.10 0.17 3 1.8 67 508 492 100.0 403 741
12 0.10 0.18 3 2 84.7 101 898 99.9 513 583
13 0.38 0.50 3 1.6 83.7 128 871 99.9 506 530
14 0.38 0.53 3 1.8 96.3 NA 999 99.9 540 339
15 0.38 0.55 3 2 99.4 NA 996 99.6 541 263
16 0.50 0.62 3 1.6 83.8 124 875 99.9 507 530
17 0.50 0.64 3 1.8 96.1 NA 999 99.9 540 385
18 0.50 0.67 3 2 99.3 NA 996 99.6 541 256

19 0.10 0.15 7 1.6 38.3 104 416 309 124 37 9 99.9 235 1366
20 0.10 0.17 7 1.8 63.6 NA 96 452 327 105 19 99.9 315 741
21 0.10 0.18 7 2 82 NA NA 180 545 230 44 99.9 373 583
22 0.38 0.50 7 1.6 80.9 NA NA 218 518 222 41 99.9 368 530
23 0.38 0.53 7 1.8 95.6 NA NA NA 345 542 112 99.9 429 339
24 0.38 0.55 7 2 99.3 NA NA NA 74 671 252 99.7 467 263
25 0.50 0.62 7 1.6 81 NA NA 213 521 224 41 99.9 369 530
26 0.50 0.64 7 1.8 95.4 NA NA NA 359 531 109 99.9 428 385
27 0.50 0.67 7 2 99.1 NA NA NA 86 671 240 99.7 465 256

The sample pool for GSTM1 simulations was 675. Control indicates the genotype frequency in controls; Case, genotype
frequency in cases; Look no., number of looks in each simulation; OR, odds ratio defined by genotype frequencies; Power,
simulation power; % stop early, percentage of simulations that terminated prior to genotyping all N samples for a given set of
simulation parameters; Average N, the average number of samples genotyped at simulation termination over 1000 replications;
N, number of samples necessary for 80% power at the specified control genotype frequencies and OR; NA, not applicable, as
early termination not allowed at this look.

Although EAST-2000 requires that boundaries for rejec- sponds to that often used as the target “clinically signifi-
cant association” for many epidemiological studies. Thetion of the null hypothesis be part of the overall calcula-

tion of GSM boundaries, only boundaries for failure of OR of 1.8 was chosen to be intermediate between these
two. For these simulations, the interval of genotype datarejection of null hypothesis were used in the simula-

tions. acquisition was termed a “look.” Each look contained
a multiple of 90 genotypes to simulate genotype acquisi-For all simulations, the overall two-sided type I error

was set at � � 0.05. Since the sample pool was fixed tion from a 96-well PCR-based genotyping method (e.g.,
90 genotypes and 6 control samples per PCR run).(N � 675 for GSTM1 and 725 for GSTT1), the power was

defined by the sample size, null genotype frequencies in In addition to the simulation parameters defined by
the baseline frequencies and OR, three different lookcontrols, and OR. We chose not to specify a type II error

rate to examine the performance of the GSM method strategies were examined. The first strategy had two
looks, with the interim look occurring after �50% ofover a range of genotype frequencies and ORs. Geno-

type frequencies in controls were set at 10%, at 50%, the samples had been genotyped. The second strategy
used the maximum number of possible looks, given theand at the genotype frequency observed in the data set

used. The observed genotype frequencies were 38% for sample size and the restriction that each look (except
the last) must include a multiple of 90 samples. TheGSTM1 and 28% for GSTT1. ORs of 1.6, 1.8, and 2.0

were examined. The OR of 1.6 was chosen to corre- third strategy chosen was intermediate between these.
Thus simulations for GSTM1 examined two, three, orspond to that observed for GSTT1. An OR of 2.0 corre-
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TABLE 2

Results of simulation studies for GSTT1

Simulation parameters Simulation results
Fixed

Look % stop Average design
No. Controls Cases no. OR Power 1 2 3 4 5 6 7 early N (N)

No. of replications stopping at
each interim look

1 0.10 0.15 2 1.6 44.8 156 15.6 668 1514
2 0.10 0.17 2 1.8 68.4 56 5.6 705 804
3 0.10 0.18 2 2 85.3 21 2.1 718 627
4 0.28 0.38 2 1.6 78.1 37 3.7 712 623
5 0.28 0.41 2 1.8 93.5 7 0.7 722 399
6 0.28 0.44 2 2 98.7 0 0.0 725 310
7 0.50 0.62 2 1.6 79.6 31 3.1 714 638
8 0.50 0.64 2 1.8 94.2 6 0.6 723 466
9 0.50 0.67 2 2 98.7 0 0.0 725 313

10 0.10 0.15 4 1.6 39.6 149 104 18 27.1 603 1514
11 0.10 0.17 4 1.8 65.9 13 71 23 10.7 688 804
12 0.10 0.18 4 2 83.6 NA 27 23 5.0 711 627
13 0.28 0.38 4 1.6 76 NA 44 27 7.1 704 623
14 0.28 0.41 4 1.8 92.6 NA 8 11 1.9 720 399
15 0.28 0.44 4 2 98.4 NA 0 4 0.4 724 310
16 0.50 0.62 4 1.6 77.6 NA 41 24 6.5 706 638
17 0.50 0.64 4 1.8 93.4 NA 7 11 1.8 720 466
18 0.50 0.67 4 2 98.4 NA NA 4 0.4 724 313

19 0.10 0.15 8 1.6 36.6 52 135 79 33 27 9 0 33.5 561 1514
20 0.10 0.17 8 1.8 62.6 NA 16 60 34 28 16 0 15.4 666 804
21 0.10 0.18 8 2 81.8 NA NA 17 20 20 15 1 7.3 702 627
22 0.28 0.38 8 1.6 73.4 NA NA 38 26 29 19 0 11.2 687 623
23 0.28 0.41 8 1.8 91.6 NA NA NA 8 16 11 0 3.5 716 399
24 0.28 0.44 8 2 98.2 NA NA NA NA 6 5 1 1.2 722 310
25 0.50 0.62 8 1.6 75.1 NA NA 30 22 25 18 1 9.6 693 638
26 0.50 0.64 8 1.8 92.5 NA NA NA 6 13 12 1 3.2 717 466
27 0.50 0.67 8 2 98.1 NA NA NA NA 6 5 1 1.2 722 313

The sample pool for GSTT1 simulations was 725. Control indicates the genotype frequency in controls; Case, genotype frequency
in cases; Look no., number of looks in the simulation; OR, odds ratio defined by genotype frequencies; Power, simulation power;
% stop early, percentage of simulations that terminated prior to genotyping all N samples for a given set of simulation parameters;
Average N, the average number of samples genotyped at simulation termination over 1000 replications; N, number of samples
necessary for 80% power at the specified control genotype frequencies and OR; NA, not applicable, as early termination not
allowed at this look.

seven looks; two, four, or eight looks were examined procedure was repeated until the test statistic crossed a
boundary or all genotypes were sampled. All simulationfor GSTT1.

A total of 1000 replications were performed for each studies and analyses were performed using STATA v7.0
(College Park, TX).of the 27 combinations of baseline gene frequency, OR,

and number of looks. Simulations were done separately In the above, we dealt with the potential for early
closure by using the boundary values themselves (onfor the GSTM1 and GSTT1 data sets. For each replica-

tion, prostate cancer cases and controls were randomly the �2 test statistic scale). This method allows application
of these methods to test statistics that are not built intosampled from the true data sets without replacement

and in proportion to their relative frequencies. The standard group sequential software packages. However,
it should be noted that an alternative means of conduct-observed OR and �2 test statistic were calculated for

each look. The �2 test statistic was then compared to ing monitoring of a molecular epidemiology trial would
be to use directly the methods developed for a compari-the boundary value calculated by EAST-2000 for study

termination. If the test statistic was less than the bound- son of two binomials. These methods are available in,
for example, EAST-2000.ary for early stopping, i.e., if the test statistic “crossed

the boundary,” then the run terminated. If the test statis- Results for GSTM1 simulations are shown in Table 1.
Overall, 91.5% of the simulations terminated early withtic did not cross the boundary, then an additional look

was selected and the test statistic recalculated, account- a range of 4.5–100%. The median genotyped sample
size was 459. Thus, use of GSM decreased the medianing for the information gained in the prior look. This
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sample size by 32%. Results for the GSTT1 simulations looks. Models with two looks obtained enough genotype
are shown in Table 2. On average, only 6.6% of the information at the first look to close early with a high
GSTT1 simulations terminated early. The median sam- rate with attendant sample size savings. This is consistent
ple size was 714 with the sample size of 725 representing with the results of similar analyses in clinical trials
the entire data set. This low frequency of termination is (Pocock 1982). Models with seven looks gained the
appropriate as an association between GSTT1 genotype majority of genotype information in the middle looks,
and outcome was present in the data set. also allowing for substantial sample size savings. How-

Our simulations indicate that GSM may provide sig- ever, models with three looks had low rates of closure
nificant improvements for case-control molecular epi- at look 1, thus requiring a second look.
demiology studies. Our approach of evaluating geno- Since our simulations indicate that an intermediate
type data in multiples of 90 more closely reflects look strategy may give a higher average sample number
laboratory data acquisition and is thus directly applica- for studies with �80% power, investigators may wish to
ble to large molecular epidemiology studies. For GSTT1 choose either a minimum- or a maximum-look strategy.
simulations with 80% power, assuming a genotype cost Since the power cost of additional looks is relatively
of $3.00/genotype, the use of GSM would save �$650 small, the optimal number of looks will be determined
from a total cost of $2025, in addition to savings in largely by the opportunity cost of multiple data analyses
technician time and reagents. This sample size savings as well as by the need to conserve samples and costs. If
had a relatively small cost to the overall power of the samples are limited or expensive to assay, investigators
study. The average difference in study power between may wish to perform multiple looks to minimize the
a fixed sample design and a GSM design for GSTM1 average sample number. However, if sample conserva-
simulations with 80% power was 3.3% (average fixed tion or cost minimization are not overriding concerns,
sample size power was 86.2%; average GSM design then investigators may wish to perform only one interim
power was 82.9%). For these simulations, the average analysis.
difference in study power between a one-look and a

Supported by the Doris Duke Charitable Foundation (R.A.) andmaximum-look strategy was also small—3.3%.
the Leonard and Madilyn Abramson Endowed Chair, National Insti-
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