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ABSTRACT
Two RecA-like recombinases, Rad51 and Dmc1, function together during double-strand break (DSB)-

mediated meiotic recombination to promote homologous strand invasion in the budding yeast Saccharomyces
cerevisiae. Two partially redundant proteins, Rad54 and Tid1/Rdh54, act as recombinase accessory factors.
Here, tetrad analysis shows that mutants lacking Tid1 form four-viable-spore tetrads with levels of interhomo-
log crossover (CO) and noncrossover recombination similar to, or slightly greater than, those in wild type.
Importantly, tid1 mutants show a marked defect in crossover interference, a mechanism that distributes
crossover events nonrandomly along chromosomes during meiosis. Previous work showed that dmc1�
mutants are strongly defective in strand invasion and meiotic progression and that these defects can be
partially suppressed by increasing the copy number of RAD54. Tetrad analysis is used to show that meiotic
recombination in RAD54-suppressed dmc1� cells is similar to that in tid1; the frequency of COs and gene
conversions is near normal, but crossover interference is defective. These results support the proposal
that crossover interference acts at the strand invasion stage of recombination.

MOST recombination events in budding yeast are combinase is promoted by the recombination accessory
factor Tid1 (Shinohara et al. 2000). Tid1 also stimulatesinitiated by enzymatic formation of double-

strand breaks (DSBs). The pair of DNA ends formed by recombinase-dependent strand invasion in vitro (Petuk-
hova et al. 2000; E. Hong, S. van Komen, P. Sung andDSBs is processed to form single-stranded DNA (ssDNA)

tails. Relatives of bacterial RecA protein act as “recombi- D. K. Bishop, unpublished observations) and in vivo
(Shinohara et al. 1997b). A yeast paralogue of Tid1,nases.” Recombinases assemble on ssDNA and promote

invasion of ssDNA into the homologous DNA duplex. Rad54, displays closely related biochemical activities
(Petukhova et al. 1998). Furthermore, genetic studiesTwo recombinases, Rad51 and Dmc1, provide strand

invasion activity during meiosis (reviewed in Roeder indicate that the functions of Tid1 and Rad54 are par-
tially redundant (Klein 1997; Shinohara et al. 1997b).1997). Both Rad51 and Dmc1 promote formation of

homologous hybrid molecules in vitro (Sung 1994; Strand invasion forms stretches of heteroduplex DNA
that connect the broken chromatid to an unbrokenPassy et al. 1999; Hong et al. 2001) and in vivo (Bishop

et al. 1992; Shinohara et al. 1992, 1997a; Schwacha and homologous chromatid. Heteroduplex-containing con-
nections between chromatids are referred to as homolo-Kleckner 1997). In spite of this redundant function,

cytological and genetic observations indicate that the gous joint molecules (JMs). JMs are eventually resolved
to yield two types of recombinants, crossovers (COs)two RecA homologs often cooperate during strand inva-

sion (Bishop 1994; Schwacha and Kleckner 1997; and noncrossovers (NCOs). COs play a critical role in
meiosis that is not played by NCOs (reviewed in RoederShinohara et al. 2000). Cytological observations also

suggest that Rad51 and Dmc1 often assemble as side- 1997; Zickler and Kleckner 1999). COs contribute to
by-side oligomers at sites of recombination (Shinohara accurate segregation by forming the physical connec-
et al. 2000). The functional benefit derived from coordi- tions between homologous chromosome pairs needed
nated assembly of Rad51 and Dmc1 is not understood. for stable bipolar attachment of pairs to the meiosis I
However, it is known that coordinated assembly of re- spindle.

COs are not randomly distributed along chromo-
somes. The distribution is such that the probability of
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cine, Hiroshima University, Hiroshima 734-8553, Japan. pected if CO events occurred independently of one
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another (Sturtevant 1915; Muller 1916). This phe-ogy, Cummings Life Science Center, 920 E. 58th St., Chicago, IL

60637. E-mail: dbishop@midway.uchicago.edu nomenon is known as crossover interference. In addi-
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tion, crossovers are distributed among chromosomes (Holliday 1964; Szostak et al. 1983), the influence
of the interference signal has been thought to effectsuch that the probability that a chromosome will be

bereft of COs is lower than would be the case if COs recombination at this late stage. However, zip1 and mer3
mutations were found to delay the conversion of DSBswere distributed randomly (Jones 1987).

The mechanism that regulates CO distribution in mei- to recombination products (Storlazzi et al. 1996;
Nakagawa and Ogawa 1999). This result led to theosis is not understood although several models have

been proposed to account for it. Because the mecha- proposal that interference might act at, before, or dur-
ing the strand invasion stage (Storlazzi et al. 1996).nism of interference requires that the outcome of one

recombination event be influenced by a second nearby Here we show that crossover interference is defective
in tid1� mutant strains. We also show that the recombi-event, it can be thought of as involving three types of

functions. First, sensors of COs or pre-CO intermediates nation that occurs in dmc1� strains overexpressing
RAD54 lacks interference. These results support the pro-trigger a signal. Second, transducers relay the signal

from the triggering event to the target event. Third, posal that crossover interference involves regulation of
the strand invasion step of recombination. We considereffectors act to ensure that target events form NCOs

rather than COs. Most models for interference focus several explanations for the mechanistic relationship
between strand invasion and crossover interference, in-on the mechanism of signal transduction rather than

the mechanism of triggering and effector function. One cluding one in which the crossover interference signal
acts to block invasion of one of the two ends createdgroup of hypotheses for interference signaling (Egel

1978; Maguire 1988; King and Mortimer 1990; Sym by a meiotic DSB.
and Roeder 1994; Kaback et al. 1999) invokes the synap-
tonemal complex (SC), the ribbon-like proteinaceous

MATERIALS AND METHODS
structure that assembles along paired homologs as re-
combination progresses (reviewed in Zickler and Kleck- Strains and plasmids: The strains used in this study are listed

in Table 1. S2921 (MATa leu2::hisG can1R URA3 HOM3 TRP2ner 1999). Interference signals are proposed to initiate
lys2 ho::LYS2; Sym and Roeder 1994) and MSY620 (MAT�at sites of COs and to spread outward along the SC,
leu2::hisG CAN1 ura3 hom3-10 trp2 lys2 ho::LYS2) are congenic

acting to block CO formation in adjacent regions of to SK-1. The tid1 mutation (tid1::LEU2) was backcrossed 11
synapsed bivalents. Another model maintains that sig- times to the isogenic derivatives of SK-1. HIS4::LEU2 is a syn-

thetic recombination hotspot (Cao et al. 1990). The HIS4naling occurs by imposition of axial stress on meiotic
construct contains a copy of the LEU2 gene inserted centro-bivalents and local relief of stress when an event be-
mere proximal to the HIS4 coding region and a copy of thecomes committed to become a CO. In this model, local
URA3 gene inserted 12 kb farther away from HIS4. The dmc1::

relief of stress prevents nearby intermediates from be- ARG4 allele was from DKB625 (Bishop et al. 1992). The
coming COs (Storlazzi et al. 1996; Zickler and Kleck- tid1::leu2::TRP1 allele was constructed by transformation of a

leu2::TRP1 fragment from pLT11 (Cross 1997) into a tid1::ner 1999). Finally, the “counting” model maintains that
LEU2 strain (MSY084; Shinohara et al. 1997b). The leu2-ecoa fixed number of NCOs separate COs; this rule could
allele was created by filling in the EcoRI site of LEU2 with thebe satisfied by formation of a cluster of recombination
Klenow fragment followed by one-step gene replacement.

intermediates with only one member of each cluster Plasmid YCp-KanMX4-TID1 (pMS139) is a derivative of YC-
designated to become a CO (Foss et al. 1993; F. Stahl, plac22 (Gietz and Sugino 1988), which carries a 3.5-kb

BamHI fragment containing the TID1 gene from pBS-RDH54personal communication).
(Shinohara et al. 1997b) inserted at the BamHI site and aSeveral Saccharomyces cerevisiae genes have been shown
1.4-kb NotI fragment containing the KANMX4 construct fromto be important for crossover interference (Sym and
pFA6a-KANMX4 (Wach et al. 1994) inserted at the SmaI site.

Roeder 1994; Chua and Roeder 1997; Nakagawa and Plasmid YEpRAD54 (pMS182) was constructed by inserting a
Ogawa 1999; Novak et al. 2001). These include ZIP1, PstI-EcoRI fragment containing the wild-type RAD54 gene into

the PstI-EcoRI site of pRS424 (YEp-TRP1�; Christianson etencoding a component of the SC central region; MER3,
al. 1992).encoding a meiosis-specific DNA helicase; MSH4, en-

Genetic analysis: Previously described genetic procedurescoding a protein related to the Escherichia coli mismatch
and media were used (Bishop et al. 1992). For tetrad analysis,

repair protein MutS; and NDJ1/TAM1, encoding a telo- parental haploid strains were mated for 6 hr on YPD plates
mere-associated protein. Mutation in all but one of these and transferred onto sporulation (SPM) plates. After 24 hr

incubation, the spores were dissected and incubated for 2interference genes reduces the frequency of CO recom-
days prior to phenotyping by replica plating to SD mediumbinants roughly threefold, indicating that the functions
containing appropriate combinations of amino acids. To mini-of these genes are required to form normal levels of
mize the possibility of dissection of false tetrads, digestion of

CO products in addition to regulating the distribution asci was carried out on dissection plates by adding zymolyase
of these products. NDJ1/TAM1 (Chua and Roeder immediately before streaking out ascus suspensions.

For analysis of interference and map distances, all tetrads1997; Conrad et al. 1997) differs from the other interfer-
showing non-Mendelian segregation of any markers were ex-ence genes in that mutation of the gene does not reduce
cluded from analysis. Interference values are expressed asCO frequency (Chua and Roeder 1997).
the ratio of nonparental ditypes (NPDs) observed (NPDob) to

Because early DSB recombination models account for NPDs expected (NPDex). The fraction of tetrads expected to be
formation of CO and NCO recombinants as resulting NPDs was determined from the Papazian equation: NPDex �

1⁄2[1 � T � (1 � 3T/2)2/3] (Papazian 1952), where T is thefrom alternative modes of Holliday junction resolution
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TABLE 1

Strains

Strain Genotype Reference

S2921 MATa leu2::hisG can1R URA3 HOM3 TRP2 lys2 ho::LYS2 Sym and Roeder (1994)
NKY1543 MAT� ho::LYS2 ura3 leu2::hisG lys2 his4X-LEU2-BamHI-URA3 arg4-nsp Storlazzi et al. (1996)
MSY620 MAT� leu2::hisG CAN1 ura3 hom3-10 trp2 lys2 ho::LYS2 This study
MSY622 Derivative of S2921 with tid1::LEU2 This study
MSY626 Derivative of MSY620 with tid1::LEU2 This study
MSY818 Derivative of MSY622 with pMS139 This study
MSY835 MAT� ho::LYS2, ura3, leu2::hisG, lys2, his4X-LEU2-BamHI-URA3, arg4-nsp, trp1::hisG This study
MSY943 MATa ho::LYS2 ura3 leu2::hisG lys2 his4B-leu2-eco arg4-bgl trp1::hisG This study
MSY962 Derivative of MSY943 with tid1::leu2::TRP1 This study
MSY964 Derivative of MSY835 with tid1::leu2::TRP1 This study
MSY1068 Derivative of MSY835 with dmc1::ARG4 This study
MSY1070 Derivative of MSY943 with dmc1::ARG4 This study
MSY1072 Derivative of MSY943 with dmc1::ARG4 with pMS182 This study
MSY1153 MATa ho::LYS2 ura3 leu2::hisG lys2 his4B-leu2-eco arg4-bgl This study
MSY1167 MAT� ho::LYS2 ura3 leu2::hisG lys2 his4X-LEU2-BamHI-URA3 trp1::hisG This study
MSY1172 MAT� CAN1 ura3 hom3-10 trp2 lys2 ho::LYS2 This study
MSY1174 MATa can1R URA3 HOM3 TRP2 lys2 ho::LYS2 This study
MSY1176 MATa ho::LYS2 ura3 leu2::hisG lys2 his4B-leu2-eco trp1::hisG This study
MSY1178 Derivative of MSY1176 with pMS182 This study
NKY1551 MATa/� ho::LYS2/ ″ ura3/″ leu2::hisG/″ lys2/″ his4X-LEU2-BamHI-URA3/his4B-LEU2 This study

arg4-nsp/arg4-bgl
MSY134 Derivative of NKY1551 with tid1::LEU2/″ Shinohara et al. (1997b)

proportion of tetratypes observed. Data sets were analyzed recombination hotspot at the HIS4 locus, was con-
using the �2 and �2 coincidence tests. To measure coincident structed (HIS4::LEU2, Figure 1, A and B; Cao et al.
double crossover in adjacent intervals, frequencies of tetrads

1990). This hotspot was created by insertion of a copywith recombination in each of the two intervals are deter-
of the LEU2 gene downstream of HIS4. The secondmined by summing T ’s and NPDs for that interval and dividing

by total tetrads. The expected frequency of coincident recom- system for examining interference, which has been used
bination is given by the product of the two single-interval extensively in previous studies (Sym and Roeder 1994),
frequencies (Chua and Roeder 1997). Map distances were employs closely related congenic strains that carry het-
determined using the standard mapping equation [cM � 100/

erozygosities at four well-separated sites on chromosome2(T � 6 NPD)/(PD � T � NPD)] (Perkins 1949).
V. In both strains, haploid phenotypes from tetradsTetrads showing 3:1 segregation of more than one marker

or 4:0 segregation of at least one marker were presumed false yielding four viable spores may be used to measure the
and deleted from the data set prior to calculation of map strength of crossover interference. Four-viable-spore tet-
distances and interference values. The method described in rads also allow the frequency of crossover recombina-
the appendix was used to estimate the contribution of false

tion and non-Mendelian segregation (gene conversion)tetrads to the percentage of 3:1 tetrads. This allowed estima-
to be measured.tion of the “true” conversion frequency by subtracting the

frequency estimated to have resulted from false tetrads from It was possible to examine the effect of a tid1 null
the observed frequency. mutation on these three aspects of recombination with-

Cytology: Spread nuclei were stained with anti-Zip1 anti- out further modification of strains because homozygous
body (a generous gift from Dr. G. S. Roeder) and examined as

tid1 mutant diploid cells produce tetrad asci, and 58%described previously (Bishop 1994). Cumulative curves were
of these asci contain four viable spores (Figure 1C). Itconstructed from time course data by a published method

(Padmore et al. 1991). is not possible to determine the effect of a dmc1 null
mutation in SK-1-derived strains without modification
of the mutant strain because the mutation causes failure

RESULTS
to repair meiotic DSB recombination intermediates and
arrest in meiotic prophase via induction of a checkpointExperimental system: Crossover interference can be

detected in S. cerevisiae by phenotypic analysis of tetrads control pathway. It is possible to suppress the DSB repair
and sporulation defects of dmc1� mutations by introduc-following sporulation of appropriately marked diploid

strains. For this purpose we employed two systems in tion of a high-copy-number plasmid that carries the
RAD54 gene (YEpRAD54; Bishop et al. 1999). While ourthe efficiently sporulating SK-1 strain background. In

the first system, a set of isogenic strains that contain a previous work yielded relatively modest levels of spore
viability in dmc1�-YEpRAD54 strains, the use of a differ-copy of chromosome III with four heterozygous mark-

ers, three of which are located in the vicinity of a strong ent 2� plasmid vector improved the level of spore viabil-
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observed frequency of T’s (Papazian 1952). Crossover
interference is detected if the observed number of NPDs
is significantly less than the number expected. Interfer-
ence can also be measured by a method that looks at
the segregation of three linked markers (Chua and
Roeder 1997). In this method the number of coincident
crossovers in two adjacent intervals is determined and
compared to the number predicted on the basis of the
assumption that crossover events are independent of
one another. Evidence for interference is obtained if
the observed amount of coincident COs is significantly
less than the predicted amount. The ratio of observed
to expected coincident COs is closely related to the so-
called “coefficient of coincidence,” which is used to
measure interference in organisms that do not allow
tetrad analysis (Muller 1916; Snow 1974).

Interference is defective in tid1 and dmc1�-YEpRAD54
strains: Tetrads from wild-type (i.e., DMC1 TID1) strains
were examined for crossover interference by calculation

Figure 1.—Features of the experimental system. (A) The of the ratio of NPDob/NPDexp. The values obtained were
structure of chromosomes used for tetrad analysis of recombi-

between 0.18 and 0.5 in agreement with previously pub-nation. (B) The structure of the HIS4::LEU2 recombination
lished results for these markers (Table 2; Sym et al. 1993;hotspot on chromosome III. The hotspot contains two strong

DSB sites indicated as DSB I and DSB II. A more detailed Nakagawa and Ogawa 1999; Novak et al. 2001). The
description of the HIS4::LEU2 region of chromosome III has results also indicate that interference can be detected
been published (Cao et al. 1990; Xu and Kleckner 1995). in the intervals adjacent to the HIS4::LEU2 hotspot on
The leu2-eco allele was created for this study by “filling in” the

chromosome III as shown previously (Cao et al. 1990).EcoRI site in LEU2. The distance of each marker from DSB I
Interference was significantly reduced in tid1 relative tois shown. (C) Distribution of viable spores per ascus of tid1

and dmc1�-YEpRAD54. N, number of tetrads examined. TID1� for all marked intervals tested on chromosomes
V and III (P � 0.05, Table 2). No crossover interference
was detected in three of the six intervals and interfer-

ity to 50% with 23% of asci having four viable spores ence was significantly reduced in the remaining three
(Figure 1C). The viability pattern among dmc1�-YEpRAD54 intervals. A functional copy of TID1 on a centromere-
tetrads differs from that observed among tid1 tetrads. containing plasmid rescued the interference defect of
In dmc1�-YEpRAD54, tetrads with two viable spores out- the tid1 mutant strain, indicating that tid1 and not a
numbered those with three viable spores, suggesting hidden genetic difference between the congenic tid1
that meiosis I nondisjunction is a major factor underly- and TID1� strains is responsible for the interference
ing the low viability of meiotic products. In tid1, the defect.
pattern of viability is that expected if occasional failure Interference was also examined in a dmc1�-YEpRAD54
to resolve lethal recombination intermediates limits the strain carrying markers on chromosome III (see Table
viability of meiotic products. The relatively high spore 2). No interference was detected for the three marked
viability promoted by the new YEpRAD54 plasmid intervals examined: the ratio of NPDob to NPDexp is close
(pMS182) made tetrad analysis in a dmc1�/dmc1� strain to 1 in all three cases. The YEpRAD54 plasmid was not
feasible. To distinguish effects of the dmc1� mutation responsible for the loss of interference observed in the
from those caused by the YEpRAD54 plasmid, an iso- dmc1�-YEpRAD54 strain; wild-type levels of interference
genic DMC1/DMC1 strain carrying the YEpRAD54 plas- were seen in a DMC1-YEpRAD54 control strain.
mid was examined in parallel. Data from strains carrying heterozygosities in chromo-

Interference can be detected for an interval defined some III were also analyzed by the three-factor cross
by two linked markers by the ratio of the three different method (Table 3). Interference was readily detected as
types of tetrads, parental ditypes (PDs), tetratypes (T’s), a significant difference between observed and expected
and NPDs. NPD tetrads can arise only via two reciprocal frequencies of adjacent COs in the two TID1 DMC1
crossover events involving all chromatids present at the control strains, but not in the tid1 or dmc1�-YEpRAD54
time of meiotic recombination. This class is therefore mutant strain. Together the results of tetrad analysis
diagnostic for double crossover (DCO) events in a given indicate that both the tid1 and the dmc1�-YEpRAD54
interval. Tetratypes often arise via single COs, but can strains are defective in crossover interference.
also arise from DCOs that involve only three of the four tid1 and dmc1�-YEpRAD54 strains produce tetrads
chromatids present at the time of recombination. The with near-normal numbers of interhomolog recombi-

nants: The frequency of COs can be measured usingexpected frequency of NPDs can be calculated from the
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TABLE 2

Crossover frequency and crossover interference

Map Fold Deviation
Straina Intervalb No. PD No. T No. NPD Totalc distanced increasee NPDob/NPDex (P)f from wild typeg

Chromosome V
TID1 CAN1-URA3 409 923 34 1366 41 — 0.19 (�0.0001) —

URA3-HOM3 455 859 52 1366 43 — 0.34 (�0.0001) —
HOM3-TRP2 1094 268 4 1366 11 — 0.50 (0.16) —

tid1 CAN1-URA3 361 628 38 1027 42 1.0 0.37 (�0.0001) 0.01
URA3-HOM3 363 608 56 1027 46 1.1 0.63 (0.0003) 0.007
HOM3-TRP2 617 386 24 1027 26 2.4* 0.96 (0.84) �0.0001

tid1-pTID1 CAN1-URA3 331 797 47 1175 46 0.9 0.32 (�0.0001) 0.001
URA3-HOM3 320 804 51 1175 47 0.9 0.38 (�0.0001) 0.35
HOM3-TRP2 828 342 5 1175 16 0.7 0.31 (0.006) 0.39

Chromosome III
TID1 URA3-LEU2 813 316 2 1131 14 — 0.14 (0.0013) —

LEU2-MAT 509 594 28 1131 34 — 0.42 (�0.0001) —
URA3-MAT 346 728 57 1131 47 — 0.40 (�0.0001) —

tid1 URA3-LEU2 1002 186 5 1193 9.1 0.65 1.25 (0.62) 0.045
LEU2-MAT 462 670 61 1193 43 1.3 0.70 (0.005) �0.0001
URA3-MAT 425 681 87 1193 50 1.1 0.95 (0.60) 0.0005

DMC1-YEpRAD54 URA3-LEU2 919 276 3 1198 12 — 0.33 (0.046) —
LEU2-MAT 529 641 28 1198 34 — 0.37 (�0.0001) —
URA3-MAT 379 772 47 1198 44 — 0.31 (�0.0001) —

dmc1�-YEpRAD54 URA3-LEU2 1038 197 4 1239 8.9 0.74 1.0 (1.0) 0.61
LEU2-MAT 599 581 59 1239 38 1.1 1.1 (0.41) �0.0001
URA3-MAT 542 617 80 1239 44 1.0 1.3 (0.03) �0.0001

a Strains used were as follows. Chromosome V: TID1, MSY1172 	 MSY1174; tid1, MSY622 	 MSY626; tid1-YCpTID1, MSY626 	
MSY818. Chromosome III: TID1, NKY1543 	 MSY1153; tid1, MSY962 	 MSY964; DMC1-YEpRAD54, MSY1176 	 MSY1178; dmc1�-
YEpRAD54, MSY1068 	 MSY1072. TID1 and DMC1-YEpRAD54 controls carry the same number of functional copies of the amino
acid biosynthetic gene used to mark the tid1 and dmc1 deletion alleles as do strains carrying the deletion alleles (e.g., if the
mutant strain is tid1�::LEU2/tid1�::LEU2 leu2/leu2, the wild-type control is TID1/TID1 LEU2/LEU2 ). Controls were designed in
this way because previous work showed amino acid auxotrophy can alter gene conversion frequency (Abdullah and Borts
2001). Additional control experiments showed that absence of the amino acid biosynthetic genes used as markers in this study
altered conversion frequency slightly, but did not substantially alter crossover frequency or crossover interference (data not
shown).

b For chromosome V, URA3 refers to the normal URA3 locus. For chromosome III URA3 and LEU2 refer to insertions of those
genes at the HIS4 locus (see Figure 1).

c Only four-spore-viable tetrads that did not show non-Mendelian segregation were included.
d See materials and methods for method of calculation. Only four-spore-viable tetrads that did not show non-Mendelian

segregation were used to calculate map distances.
e Ratio of map distance for mutant over wild-type control. Asterisk indicates significant differences between mutant and wild

type.
f The fraction of NPDs expected (see materials and methods) divided by the fraction of NPDs observed. P values in parentheses

indicate significant differences between NPDob and NPDex.
g P values indicating significance of differences between PD, T, and NPD frequencies between mutants and isogenic wild-type

controls.

the standard genetic mapping equation (Perkins 1949). TRP2 and LEU2-MAT intervals showed 2.3- and 1.3-fold
increases in map distance, respectively, while the URA3-This equation takes into account the fact that a fraction

of PD and T tetrads result from double COs and thereby LEU2 interval showed a 1.5-fold decrease (P � 0.01).
In the case of dmc1�-YEpRAD54, map distances weregives an accurate estimate of the number of crossovers

in a given interval. This method was used to determine not significantly different from those in the control
strain for LEU2-MAT and URA-MAT while the URA3-the frequency of COs for three marked intervals on

chromosome III in isogenic wild-type, tid1, and dmc1�- LEU2 interval was 1.3-fold longer (P � 0.01). Overall
the mutants examined displayed very modest alterationsYEpRAD54 strains (see Table 2). Three of the six inter-

vals examined in tid1 strains showed no significant dif- in CO frequency for some intervals and no significant
changes in others.ference with TID1 controls while the remaining three

intervals showed only modest differences; the HOM3- The frequency of 3:1 and 1:3 segregation of markers
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TABLE 3

Analysis of coincident crossovers in adjacent intervals

Single intervalsb Adjacent intervals
Total

Straina tetrads URA3-LEU2 LEU2-MAT Observedc Expectedd

Observed
expected P valuee

TID1 1141 0.278 0.543 0.106 0.151 0.70 0.0001
tid1 1201 0.156 0.609 0.096 0.095 1.01 0.85
DMC1-YEpRAD54 1208 0.228 0.559 0.081 0.127 0.64 �0.00001
dmc1�-YEpRAD54 1249 0.158 0.510 0.087 0.081 1.07 0.37

a See column 1 of Table 1 for names of strains used.
b Frequency of T plus NPD tetrads for interval indicated.
c Observed frequency of tetrads that are either T or NPD for both the URA3-LEU2 and the LEU2-MAT

intervals.
d “Expected” is the product of the frequencies given for the URA3-LEU2 interval and the LEU2-MAT interval.
e P values reflect the likelihood that the difference between the expected and observed frequencies is

attributable to chance as determined by a �2 test.

(gene conversion or non-Mendelian segregation) was found to be statistically indistinguishable from one an-
other. These two data sets were therefore combinedestimated in the same data set used to analyze reciprocal

crossovers (Table 4). Obtaining these estimates involved before comparison to data from the tid1 mutant strain.
The frequency of 3:1 tetrads was about twofold highercorrection for the contribution of false tetrads to the

observed number of 3:1 tetrads (see the appendix for in tid1 compared to the combined TID1� control for
both CAN1 and TRP2 and these differences were sig-a description of the method used to make this correc-

tion). In the case of the tid1 chromosome V experiment, nificant on the basis of Fisher’s exact test (P � 0.05).
The tid1 mutant also showed higher 3:1 frequency fordata obtained from the two TID1� control strains were

TABLE 4

Frequencies of 3:1 segregation

Predicted % of % 3:1 segregationc

Total undiagnosed
Straina tetradsb false tetrads CAN1 URA3 HOM3 TRP2

Chromosome V
TID1 1409 0.8 0.8/0.7 0.3/0.2 0.6/0.5 1.4/1.3
tid1-pTID1 1222 0.4 1.1/1.0 0.6/0.5 0.6/0.6 1.6/1.5
TID1 combined 2631 0.6 0.9/0.8 0.4/0.3 0.6/0.5 1.5/1.4
tid1 1118 2.9 2.4/1.8* 1.4/0.8 1.1/0.8 3.2/2.8*

Predicted % of % 3:1 segregationc

Total undiagnosed
Straina tetradsb false tetrads MAT LEU2 URA3

Chromosome III
TID1 1250 3.1 1.3/0.2d 6.4/6.2 1.8/1.5
tid1 1320 1.7 1.8/1.2* 6.4/6.2 1.5/1.3
DMC1-YEpRAD54 1275 0.4 0.7/0.5 4.5/4.5 0.9/0.8
dmc1�-YEpRAD54 1362 0.6 0.4/0.2 7.6/7.5* 0.7/0.6

Postmeiotic segregation was not detected in this experiment. Numbers presented are sums of the frequencies
of 3�:1� and 1�:3� tetrads.

a See footnotes a and b of Table 2 for names of strains used and marker locations.
b Number of tetrads dissected minus the number of tetrads that were diagnostically false. The predicted

percentage of undiagnosed false tetrads was calculated as [(Nf2 � NN3) � (Nm3:1 � NN4:0)]/Total 	 100 (see
appendix).

c Percentages of observed frequencies/percentages corrected for the contribution of false tetrads (see appen-
dix) are shown. *, the corrected value of 3:1 frequency for a mutant is significantly different from that of the
wild-type control on the basis of Fisher’s exact test.

d The large correction factor required makes this value less reliable than other estimates (see text).
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the URA3 locus on chromosome V, but this difference nantly elongated Zip1 structures (Figure 2, category 3)
was lower for the tid1 mutant than for the TID1� control.was not significant once the contribution of false tetrads

was taken into account, nor was the difference at the In addition, the fraction of nuclei containing polycom-
plex was about threefold greater in tid1 than in TID1�.HOM3 locus significant (with or without correction for

false tetrads). With respect to chromosome III markers, At 5 hr in meiosis, a large fraction of tid1 nuclei had
elongated Zip1 structures that appeared identical tomutation of tid1 did not significantly alter conversion

frequency of the hotspot proximal markers, LEU2 and those formed in wild type. The frequency of nuclei con-
taining predominantly elongated Zip1 structures reachedURA3. Correction of the data for the contribution of

false tetrads suggested that mutation of tid1 significantly a peak of �50% at 5 hr in tid1 as compared to a peak
of 15% at 3 hr in TID1�. Time course data can be usedincreased conversion frequency at MAT from 0.2 to

1.2%. However, the large correction factor required to to construct cumulative curves that define the time when
cells in a culture enter or exit a stage of interest (Figureestimate MAT conversion frequency in the chromosome

III-marked TID1� strain makes this measurement less 2D; Padmore et al. 1991). Application of this method
indicates that while tid1 mutant cells initiated Zip1 as-reliable than others (see the appendix for further dis-

cussion). sembly at the same time as wild type, entry into the
category 3 stage was delayed �1 hr. In addition, exitComparison of data from the dmc1�-YEpRAD54 strain

with data from the DMC1-YEpRAD54 control revealed from the category 3 stage was delayed 3 hr in tid1 relative
to wild type. Thus, the tid1 mutant showed a modesta modest hyperconversion effect at LEU2 (1.7-fold), but

no significant difference in 3:1 frequency was detected delay in elongation of Zip1 structures and a more pro-
nounced delay in Zip1 disappearance.at URA3 or MAT. Thus for both tid1 and dmc1�-YEp

RAD54, some markers showed modest increases in con-
version frequency relative to wild type while others were

DISCUSSION
unaffected.

The hyperconversion effects could result from an in- Analysis of map distances and gene conversion fre-
quencies in tid1 and dmc1�-YEpRAD54 strains indicatescrease in the average length of conversion tracts, an

increase in the number of conversion events, or an that interference can be disrupted without a substantial
change in CO frequency or in the ratio of COs to NCOs.increase in the use of homologs over sisters as recombi-

nation partners. The increase in conversion tract A previous study of the ndj1/tam1 mutant also showed
reduced interference without a reduction in COs (Chualengths seems most likely in light of the fact that DSBs

undergo more extensive ssDNA resection in tid1 than in and Roeder 1997). Because crossover interference sup-
presses crossovers, a mutation that specifically elimi-wild type (Shinohara et al. 1997b). Owing to inefficient

suppression of the dmc1 block in the liquid medium nates crossover interference is expected to elevate CO
frequency unless some interference-independent pro-required to achieve synchronous induction of DSBs, the

amount of resection in dmc1�-YEpRAD54 strains was not cess limits the total number of COs. Identification of
two mutants that have near-normal levels of COs butmeasured.

The tid1 mutant accumulates Zip1-containing struc- reduced CO interference suggests that the total number
of COs that occur in budding yeast is limited by antures with normal appearance: Mutation of dmc1 was

previously shown to cause a defect in SC assembly interference-independent mechanism. The results with
the ndj1 group of interference mutants (ndj1, tid1, and(Bishop et al. 1992; Rockmill et al. 1995). It was there-

fore of interest to determine if the tid1 mutant is defec- dmc1�-YEpRAD54) are in marked contrast to results ob-
tained with the zip1 group of interference mutants (zip1,tive in SC assembly as well. Zip1 is a structural compo-

nent of the SC central region (Sym et al. 1993). mer3, and msh4; Sym and Roeder 1994; Nakagawa and
Ogawa 1999; Novak et al. 2001). These mutants showImmunostaining meiotic chromosome spreads for Zip1

protein can provide evidence for defects in synapsis. roughly two- to threefold reductions in CO frequency
with compensatory increases in NCOs, indicating thatWhen viewed by fluorescence microscopy, Zip1 forms

punctate structures that then elongate as chromosomes these genes promote formation of crossover recombi-
nants in addition to promoting interference. The inter-synapse. Zip1 and SCs then disappear at the end of

prophase as CO recombination is completed and cells ference defects in ndj1/tam1 (Chua and Roeder 1997),
tid1, and dmc1�-YEpRAD54 strains are more specificprepare to undergo the first meiotic division. Several

mutants that are defective in synapsis accumulate a sin- than those of the zip1 group in that CO frequency is
closer to normal.gle large brightly staining Zip1 structure, the polycom-

plex (Bishop et al. 1992; Rockmill et al. 1995; Sym and The use of mutant analysis to determine the in vivo
function of recombination proteins is often complicatedRoeder 1995; Chua and Roeder 1997; Novak et al.

2001). To determine if TID1 is required for normal by the possibility that the mechanism that forms recom-
binants in a particular mutant may differ in multiplesynapsis, chromosome spreads of TID1� and tid1 cells

were indirectly immunostained for Zip1 protein (Figure aspects from the mechanism that forms recombinants
in wild type. In such cases, a specific difference between2). At 3 hr, the fraction of cells containing predomi-
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the properties of recombination in wild type and mutant homologous strand invasion and CO interference. The
may reflect only indirectly the function of the gene tid1 mutant data are viewed as the primary evidence
in question. Given that interhomolog recombination is for this connection and the dmc1�-YEpRAD54 data are
quite efficient (although slightly delayed) in the tid1 viewed as providing secondary support.
mutant, there is little reason to suppose that the recom- Possible interactions between strand invasion and in-
bination mechanism operating in the mutant differs terference: The mechanism through which strand ex-
dramatically from that in wild type (except that Tid1 change functions contribute to crossover interference
does not contribute to the process). However, suppres- remains to be determined. Genetic and biochemical
sion of dmc1 by YEpRAD54 could activate a pathway that data indicate both Dmc1 and Tid1 act directly at sites of
is quite different from the normal DMC1-dependent recombination by promoting the strand invasion stage of
process. While this caveat should be kept in mind, we recombination (Bishop et al. 1992; Bishop 1994; Shino-
argue that it is quite likely that the mechanism underly- hara et al. 1997b, 2000; Passy et al. 1999). Therefore,
ing the interference defect in tid1 mutants is related to it is likely that these two proteins contribute to the
that underlying the defect in dmc1�-YEpRAD54. This is interference mechanism at sites of recombination either
because Tid1 is a functional partner of Dmc1 and be- by influencing the generation of interference signals
cause Tid1, Dmc1, and Rad54 are all known to promote from CO events or by acting as effectors to alter target
strand invasion. In the discussion that follows we exam- events to NCOs. These possibilities are considered in
ine the significance of a functional connection between turn.

Assembly of the SC has been proposed to contribute
to interference by providing a means for signaling along
chromosomes. Evidence consistent with this view in-
cludes the fact that two species of fungi that do not
undergo synapsis also lack interference (reviewed in
Kohli and Bahler 1994; Roeder 1997). In addition,
mutation of the yeast ZIP1 gene, which encodes a struc-
tural component of the central regions of the SC, elimi-
nates interference (Sym et al. 1993). Given that both
tid1 and dmc1 mutants show delays in SC assembly (this
study; Bishop et al. 1992; Sym et al. 1993; Rockmill et
al. 1995), it is possible the interference defects described
here are consequences of defective SC assembly. In this
view the incorporation of Dmc1 and Tid1 at sites of

Figure 2.—Zip1 immunostaining. Meiotic cells were spread
at indicated times and stained with anti-Zip1 antibody. The
staining patterns were scored as belonging to one of three
categories (Smith and Roeder 1997). Category 1 contains
nuclei with only Zip1 foci, category 2 contains Zip1 foci to-
gether with partially elongated Zip1 structures, and category
3 contains predominantly elongated Zip1 structures. The time
course was performed in strains (wild type, NKY1551; tid1,
MSY134). (A and B) Representative nuclei. A-i to -iv, wild type:
A-i, category 1 at 2 hr; A-ii, category 2 at 3 hr; A-iii, category
3 at 3 hr; A-iv, category 1 at 5 hr. B-i to -v, the tid1 mutant:
B-i, category 1 at 3 hr; B-ii, category 2 at 3 hr; B-iii, category
3 at 5 hr; B-iv, category 1 at 7 hr; B-v, category 3 nuclei at 5
hr (reduced magnification). Arrows indicate the polycom-
plexes of Zip1. Bars, 2 �m. (C) Time course analysis of Zip1-
containing structures. Two hundred unselected nuclei were
scored for SC structure and the presence or absence of a large
brightly staining Zip1 structure (polycomplex) was noted. The
percentage of each nucleus in each structural class is shown
(bars) as well as the fraction of nuclei that contained polycom-
plex (open circles). (D) Cumulative curves constructed from
the data shown in C (see materials and methods). Left,
time of entry and exit from the stage at which category 1
nuclei are present (which is essentially equivalent to early
zygotene); right, entry and exit from the category 3 stage
(equivalent to pachytene). Open symbols, time of entry; closed
symbols, time of exit; circles, TID1�; triangles, tid1.
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COs promotes efficient initiation of the SC, thereby
promoting interference. However, this explanation
seems unlikely at present because several observations
suggest that synapsis is not necessary for interference.
First, sites destined to give rise to COs can be distin-
guished cytologically from NCO sites because CO sites
are associated with a specific structure, the late nodule
(LN; reviewed by Zickler and Kleckner 1999). Studies
in plants and fungi with favorable cytology suggest a
one-to-one correspondence between LNs and COs and
show that LNs are already present before significant
synapsis occurs. Second, a zip1 mutation alters the ratio
of CO and NCO recombinants in a mutant strain back-
ground that is incapable of synapsis (Storlazzi et al.
1996), indicating that Zip1’s role in controlling the CO/
NCO decision may be independent of its role in forming
the SC. Third, a recent study in Drosophila indicates
that interference is normal in a mutant with a dramatic
synapsis defect (Page and Hawley 2001). Finally, re-
cent studies in yeast suggest that putative late nodule
components are nonrandomly distributed in the ab-
sence of synapsis (G. S. Roeder, personal communica-
tion). Taken together these results challenge the notion
that assembly of the SC central region is required for
interference.

While the SC central region is unlikely to be required
for interference, it is possible that the delays in synapsis
seen in dmc1 and tid1 mutants are indirect consequences
of defects in recombination-dependent chromosome
structures. Such structural defects could, in turn, under- Figure 3.—Model for the impact of interference signals on
lie the interference defects. For example, Zickler and strand invasion complexes. (A) The two ends at the site of a

DSB are resected and different recombinase homo-oligomersKleckner (1999) hypothesized that assembly of the
are loaded on the two. (B) Strand invasion of one of the twoRad51-Dmc1 co-complex is asymmetric with respect to
ends occurs, forming a D-loop. The left branch of the pathwaypaired meiotic chromosome axes and that this asymme-
(C–E) shows events leading to NCOs. (C) Limited DNA synthe-

try is important for development of interference signals. sis from the 3
 of the invading end extends past the site corre-
TID1 and DMC1 could also promote interference by sponding to the location of the DSB. (D) The extended D-loop

is ejected and newly synthesized sequences anneal to the part-acting as effectors of interference signals; i.e., they may
ner end. (E) DNA repair synthesis and ligation form a NCOact to ensure that recombination events near COs give
product. The right branch of the pathway (F–H) shows eventsrise to NCOs. Recent findings are relevant to this possi-
leading to CO recombinants. (F) The D-loop is joined by

bility. First, invasion of one of the two ends created by invasion or annealing of the partner end. (G) DNA synthe-
meiotic DSBs often occurs well before invasion of the sis and ligation form a double-Holliday junction. (H) Holliday

junction resolution forms a CO product. The model proposessecond end in wild-type cells (Hunter and Kleckner
that interference signals emanating from nearby CO events2001). A second study showed that most or all double-
block the stable interaction of the partner end with the D-loop,Holliday junction (dHJ) intermediates detected by two-
thereby forcing resolution of the event via the NCO pathway.

dimensional gel methods appear to be pre-COs because
dHJs are resolved to COs after NCO products appear
(Allers and Lichten 2001). NCOs may form without
any second end invasion (Allers and Lichten 2001), are required for interference, leads us to a model for

how interference signals alter recombination outcome.perhaps by the mechanism known as synthesis-depen-
dent strand annealing (see Figure 3 legend; Nassif et al. In this model, recombinase-mediated invasion of one

of the two ends is blocked by the interference signal.1994; reviewed by Paques and Haber 1999). Together
these results suggest that whether a recombination inter- To account for specific inhibition of only one of two

partner DNA ends, we propose that the sensitivity ofmediate becomes a CO or a NCO may depend on
whether or not the second end engages the single-end one end to the interference signal depends on proper

assembly of a Rad51-Dmc1 co-complex. On the basisJM. The finding that the CO/NCO decision is likely to
be associated with the activity of the second end, to- of cytological observations, we previously hypothesized

that the co-complex consists of a Rad51 homo-oligomergether with the finding that strand invasion functions
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on one DNA end and a Dmc1 homo-oligomer on the also explain modest recombination defects observed in
dmc1 mutant BR cells (Rockmill and Roeder 1994;partner end (Figure 3; Shinohara et al. 2000). This

arrangement has also been proposed on the basis of Rockmill et al. 1995). In the present study, suppression
of the dmc1 block in the SK-1 strain background by high-mutant effects on the accumulation of single-end JMs

(unpublished observations cited in Hunter and Kleck- copy numbers of RAD54 resulted in normal or near-
normal levels of interhomolog recombination amongner 2001). The notion of Dmc1 on one end and Rad51

on the other has additional appeal in the context of four-viable-spore tetrads.
There are several explanations for the finding thatthe model under consideration; it provides a means

for the interference signal to specifically inactivate the the frequency of interhomolog recombination is not
reduced among four-viable-spore tetrads produced byinvasion activity of one of the two ends. The Dmc1-

ssDNA oligomer could be sensitive to the interference dmc1�-YEpRAD54 diploids. First, selection of tetrads
with four viable spores may have resulted in selectionsignal, while the Rad51-ssDNA oligomer is insensitive,

or vice versa. Assembly of the same recombinase on a of a subpopulation of cells that were particularly success-
ful at negotiating the meiotic program in the absencesingle pair of ends could render both ends insensitive

to the interference signal or could block invasion com- of one of their recombination genes. Such selection
could, in principle, obscure reductions in interhomologpletely until the interference signal dissipates. The find-

ing that a tid1 mutant shows a partial defect in side- recombination frequency in the total population of mei-
otic cells. Selection of four-viable-spore tetrads is some-by-side assembly of the two recombinases and a partial

defect in interference is consistent with the model. The what unlikely to account for the failure to detect reduc-
tions in CO recombination in tid1 and dmc1�-YEpRAD54lack of interference in dmc1�-YEpRAD54 could result

from assembly of Rad51 on both ends created by a DSB. mutants because such reductions have been detected
for three other interference mutants (Sym and RoederDmc1 regulation: In the SK-1 strain background used

in this study, DMC1 is strongly required for the conver- 1994; Nakagawa and Ogawa 1999; Novak et al. 2001).
However, we cannot exclude the possibility of an ascer-sion of DSBs to JMs (Bishop et al. 1992; Hunter and

Kleckner 2001; Schwacha and Kleckner 1997). The tainment bias if the dmc1�-YEpRAD54 cells partition
into two subpopulations during meiosis, one being de-requirement for DMC1 for the strand invasion stage of

recombination seems straightforward in light of the fact fective in completing interhomolog but not intersister
that Dmc1 protein promotes strand invasion in vitro. recombination and a second that completes interhomo-
However, additional studies suggest that dmc1 null mu- log recombination and goes on to form tetrads. A sec-
tant cells can efficiently repair meiotic DSBs under cer- ond possibility is that DMC1 is needed for efficient inter-
tain conditions. These conditions include cells overex- homolog partner choice, but high copy numbers of
pressing Rad54 (Bishop et al. 1999; this study), cells RAD54 substitute for this function. This explanation
returned to mitotic growth medium (Bishop et al. 1992; also seems unlikely in light of other observations sug-
Schwacha and Kleckner 1997; Shinohara et al. 1997a; gesting that RAD54 favors intersister, rather than inter-
Zenvirth et al. 1997), and cells carrying mutations in homolog, recombination (Klein 1997; Arbel et al. 1999;
a gene required for synapsis, RED1 (Schwacha and Bishop et al. 1999). A third possibility is that DMC1’s role
Kleckner 1997; Bishop et al. 1999). Studies in a differ- in promoting efficient interhomolog recombination is
ent strain background (the “BR” background) suggest indirect; i.e., DMC1 may promote efficient progression
that DSB repair can occur even in RED1� dmc1� cells on a pathway that leads to interhomolog recombination,
that are allowed to complete meiosis (Rockmill and but not selection of interhomolog donors per se. Thus,
Roeder 1994; Rockmill et al. 1995). Together, these increasing RAD54 copy number may bypass the block
results suggest that the strong block in progression from to progression on the DMC1-dependent path, thereby
DSBs to JMs seen in SK-1 dmc1 cells does not reflect allowing normal partner choice functions to exert their
limited strand invasion activity. Instead, there appears influence. Finally, it is also possible that DMC1 does play
to be a regulatory constraint that blocks invasion in the a direct role in homolog partner choice in wild-type
absence of Dmc1. This study suggests that at least one cells, but in regions other than the chromosome III
function of this constraint is to ensure that Dmc1 is incor- region examined here.
porated into recombination complexes so that CO distri-
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from the same ascus are referred to as f3’s. The simula-

APPENDIX tions were done by starting with a database file con-
taining the tetrad genotype data from dissection of theWe present the method used for estimating the contri-
strain of interest. The records of diagnostically falsebution of false tetrads to the data presented above. The
tetrads (4:0 and m3:1 tetrads) were deleted prior tomethod employs the frequency of diagnostically false
carrying out the simulation. In each case, the f2 simula-tetrads combined with the predicted distribution of false
tion was achieved by moving the records of the first twotetrad genotypes. It allows correction for the effect of
spores to the end of the file, thereby offsetting thefalse tetrads on gene conversion frequency estimates.
genotype records by two. The f3 simulation was carriedAbout 1.8% of the 9121 tetrads analyzed in this work
out in an equivalent manner, but with relocation ofwere 4:0 for at least one marker or 3:1 for at least two
a single-spore genotype record. After rearranging themarkers. The two unusual tetrad classes are referred to
records in the manner described, the files were analyzedas 4:0 tetrads and m3:1 tetrads, respectively. Tetrads
using the “Mark-non:2-2 Tetrads” and “Analyze Link-showing 3:1 for a single marker are referred to as s3:1
age” programs. The output of these programs was usedtetrads. Analysis of heterozygous markers on different
to determine the fraction of simulated false tetrads dis-chromosomes showed a high degree of association be-
playing the various genotypes of interest.tween m3:1 on one chromosome and 3:1 of a marker

We present the results of analysis of data from theon a second chromosome. This high association of non-
tid1 mutant strain M622/626 as an example. This dataMendelian behavior of markers on different chromo-
contained the highest percentage of diagnostically falsesomes is expected if spores from different asci associate,
tetrads of all strains examined (5.7%). The results offorming false tetrads prior to or during dissection. In
the two false tetrad simulations for M622/626 are sum-the analysis below we assume that true coconversion of
marized in Table A1. Note that for both the f2 and f3the markers used in the study occurs rarely if at all and
simulations only �70% of simulated false tetrads havewe take m3:1 and 4:0 tetrads as diagnostically false.
genotypes that are diagnostic (i.e., 4:0 or m3:1). TheGiven that the frequency of diagnostically false tetrads
remaining tetrads either are s3:1 tetrads or show 2:2 forwas similar to expected gene conversion frequencies, it
all four markers.was of interest to determine the influence of false tetrads

To estimate the relative contribution of the f2 and f3on calculated values of gene conversion frequency. We
types of false tetrads to the data set, we started with thealso wanted to show that false tetrads did not make a
frequency of 4:0 tetrads. This class is diagnostic for f2’ssignificant contribution to calculated map distances and
as it occurs only in f3’s in rare cases where the threeinterference values. For this purpose it was necessary to
spores from a true gene conversion triad contain theestimate the total number of false tetrads in the experi-
same allele and associate with a single spore from an-mental data and the fraction of tetrads in certain key
other tetrad that also contains the same allele. In con-classes that were false. The classes of interest include s3:1
trast, m3:1 tetrads are frequent among both f2’s andtetrads as well as PDs, T’s, and NTPs for each marked
f3’s. The total number of f2’s in the sample (Nf2) wasinterval. The genotype distribution among false tetrads

was simulated by manipulating the experimental data estimated by dividing the number of observed 4:0’s
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TABLE A1

Summary of false tetrad simulations using M622/626 data

Frequency Frequency
No. in No. from f2 from f2 No. from f3 from f3

Tetrad class data set simulation simulation simulation simulation

m3:1 60 558 0.50 737 0.66
4:0 8 214 0.19 5 �0.01
s3:1 91 260 0.23 248 0.22
2:2 1027 86 0.08 128 0.11
Total 1186 1118 1118

(N4:0) by the fraction of f2’s in the simulation that were given type is multiplied by the fraction of false tetrads
4:0’s (ƒf2-4:0-sim): predicted to have a genotype of interest. For example,

the number of single-site 3:1’s for CAN1 contributed by
Nf2 � N4:0/ƒf2-4:0-sim � 8/0.19 � 41.79.

f2’s (Nf2-s3:1CAN1) is given by
With the number of f2’s in hand, it is possible to deter-

Nf2-s3:1CAN1 � Nf2 	 ƒf2-s3:1CAN1-sim � 41.79 	 0.07 � 2.92.mine the total number of f3’s (Nf3) as follows. First, the
number of m3:1 tetrads contributed by f2’s (Nf2-m3:1) is

This type of calculation was done for all classes ofdetermined. This number is given by the fraction of
interest and the numbers obtained for the contributionssimulated f2’s that are m3:1 (ƒf2-m3:1-sim) multiplied by Nf2:
of f2’s and f3’s were added to give the estimated contri-

Nf3m3:1 � Nf2 	 ƒf2-m3:1-sim � 41.79 	 0.50 � 20.9. bution of false tetrads to each class. The results for
analysis of the contribution of false tetrads to PDs, T’s,The remaining m3:1 tetrads (60 � 20.9 � 39.1) are
and NPDs are shown in Table A2. The results for single-expected to be contributed by f3’s (Nf3-m3:1). The data
site 3:1 segregation are shown in Table A3.from the second simulation indicate that the fraction

The analysis clearly indicates that false tetrads did notof f3’s expected to be m3:1’s (ƒf3m3:1-sim) is 0.67. This
make a substantial contribution to the observed numbernumber allows calculation of the total number of f3’s:
of PDs, T’s, and NPDs in the experimental data; they

Nf3 � Nf3-m3:1/ƒf3-m3:1-sim � 39.1/0.67 � 58.4. are predicted to represent �1.5% of tetrads in each
class. This is also true for the other six data sets pre-In summary, the simulations indicate that �42 tetrads
sented. In contrast, up to 42% of s3:1 tetrads in thein the data set are f2 tetrads and �58 are f3 tetrads.
MSY622/626 experiment are estimated to be false. ToHaving determined the total number of false tetrads
calculate corrected frequencies of gene conversion, thein the sample, the simulated distribution can be used
number of false s3:1 tetrads was subtracted from theto determine the fraction of each tetrad class contrib-

uted by false tetrads. The number of false tetrads of a total number of s3:1 tetrads in the experimental data.

TABLE A2

Contribution of false tetrads to PDs, T’s, and NPDs in M622/626 data

Frequency from Estimated no. contributed
simulation to data set by false tetrads

No. in data set % contributed
Tetrad class (N � 1118) f2 f3 f2 f3 f2 � f3 by false tetrads

CAN1-URA3
PD 378 0.044 0.048 1.83 2.83 4.66 1.23
T 656 0.027 0.064 1.12 3.77 4.90 0.75
NPD 42 0.006 0.002 0.26 0.10 0.37 0.88

URA3-HOM3
PD 389 0.033 0.047 1.38 2.78 4.16 1.07
T 642 0.037 0.064 1.53 3.77 5.31 0.83
NPD 59 0.007 0.003 0.30 0.16 0.46 0.78

HOM3-TRP2
PD 648 0.061 0.074 2.54 4.35 6.89 1.06
T 398 0.014 0.038 0.60 2.25 2.85 0.72
NPD 24 0.002 0.002 0.07 0.10 0.18 0.75
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TABLE A3

Contribution of false tetrads to single-site 3:1 tetrads in M622/626 data

Frequency from Estimated no. contributed
simulation to data set by false tetrads

No. in data set % contributed by
Tetrad class (N � 1118) f2 f3 f2 f3 f2 � f3 false tetrads

CAN1 27 0.07 0.08 2.92 4.66 7.59 28
URA3 16 0.08 0.06 3.18 3.62 6.79 42
HOM3 12 0.04 0.03 1.79 1.94 3.73 31
TRP2 36 0.05 0.05 2.02 2.78 4.80 13

This method was used to generate the corrected conver- linkage of these markers is such that �90% of false tetrads
showing 3:1 for one marker also show 3:1 for the othersion frequencies shown in Table 4.

The conversion frequency correction factors gener- and are thereby directly recognized as false.
It should be noted that the method described aboveated by this method were either modest or negligible

(between 0.5 and 1.0) with an exception being MAT is applicable only if most 4:0 tetrads in a data set are
false rather than being true tetrads that resulted fromconversion in the chromosome III-marked TID1� strain.

Because only three markers were followed in the chro- homozygosis of one or more markers prior to induction
of sporulation. Homozygosis of markers can be a conse-mosome III experiments, and because MAT is not closely

linked to the other two markers, a large fraction of false quence of mitotic recombination or of meiotic recombi-
nation if a cell undergoes meiosis prematurely (duringtetrads (15% for f2’s and 19% for f3’s) from these strains

are predicted to show 3:1 for MAT alone. This, com- the growth of the culture) and resulting spores of like
genotype mate. Premature meiosis can be a problem inbined with a relatively high frequency of false tetrads

in the marked chromosome III TID1� experiment, re- the SK-1 strain background we use. In our experiments
this problem was avoided by mating haploid parentssulted in a correction factor of 0.15. This means that

the majority of s3:1 tetrads for MAT in this experiment shortly before transfer of diploid cells to sporulation
medium as described in materials and methods. Awere false, which makes the estimate of “true” conver-

sions less reliable than estimates from other experi- collection of false 4:0 tetrads can be distinguished from
a collection of 4:0 tetrads resulting from homozygosisments. In contrast to the situation with MAT, the correc-

tion factors calculated for LEU2 and URA3 from the because the majority of the former will tend to display
3:1 of at least one other marker while the latter will not.same data set are quite small, 0.97 and 0.83. This is because


