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Objectives. This study examined
the impact of assessing the causes of
interindividual variation within a popu-
lation when the research question of
interest is about causes of differences
between populations or time periods.
This discrepancy between the research
focus and the research question is
referred to as a type III error, one that
provides the right answer for the wrong
question.

Methods. Homelessness, obesity,
and infant mortality were used to illus-
trate different consequences of type III
errors. These different consequences
depend on the relationships between
the causes of within- and between-
group variation.

Conclusions. The causes of inter-
individual variation and the causes of
variation between populations and time
periods may be distinct. The problem
of examining invariant causes deserves
attention. (4m J Public Health. 1999;
89:1175-1180)
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The Right Answer for the Wrong

Question: Consequences of Type III Error
for Public Health Research

Sharon Schwartz, PhD, and Kenneth M. Carpenter, PhD

The goal of public health research is to
provide a scientific basis for the development of
effective strategies to improve the health status
of the population.' This involves investigating
the causes of perceived threats to the public’s
health. These causes may be distal or proximal,
a characteristic of a person (e.g., weight), or a
factor defined at a level of organization higher
(e.g., poor neighborhood) or lower (e.g., genetic
mutation) than the individual.

Since an infinite number of threats and
causes could be investigated, decisions are
made to limit the realm of inquiry.” These
decisions are determined not only by scientific
concerns but also by social, political, and eco-
nomic considerations. These value-laden con-
siderations restrict the knowledge base avail-
able for public health strategies. This limitation
has been extensively discussed.>* We argue
here that additional value-laden constraints
arise from research methods themselves
because methods are designed to examine cer-
tain types of problems that, while critical to
study, may nonetheless lead to restricted types
of answers.

In lieu of the broad question “What
causes this disease?” we typically investigate
a more narrow set of questions often focused
on what is different, changing, and unique.
For example, why do some people in this
population have the disease and not others?
Why is the rate higher in group A than in
group B? Why is the rate of disease increas-
ing in country A? Problems sometimes arise
because current epidemiologic methods are
most developed for examining the first of
these questions; that is, the methods are best
suited for understanding the causes that dis-
tinguish individuals within a population.’
However, the questions posed are frequently
not about interindividual differences within a
population but rather about the cause of an
increase in a disease rate or differences in the
rate of disease between populations.

The use of methods addressing interindi-
vidual differences to answer such questions

may be problematic because the causes of
interindividual variation in disease within a
population, causes of variations in the rate
between groups and over time, and causes of
the existence of the disease itself can all be
distinct. Therefore, there is sometimes a dis-
crepancy between the question being asked
and the methods used to address the question.
When the causes of the rate differences
between populations (or time periods) and the
causes of interindividual variation within a
population are different and the question is
about rate differences, this discrepancy results
in what has been called a type III error—pro-
viding a right answer for the wrong ques-
tion.*’ In this report we discuss (1) types of
relationships between causes of interindivid-
ual variation and causes of rate differences,
(2) how a failure to recognize these distinc-
tions can lead to type III errors, and (3) the
consequences of type III errors for the goal of
improving the public’s health.

Relationship Between Causes of
Interindividual Variation and
Rate Differences

A useful starting point for understanding
why the causes of differences between indi-
viduals and between groups can be distinct is
Rothman’s® heuristic model for understand-
ing causal inference in epidemiology (see
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Figure 1). The basis for the model is the recog-
nition that causes work in conjunction to pro-
duce diseases. Sufficient causes are conceptu-
alized as a combination of different component
causes that act in concert. For any particular
disease, there may be different combinations
of component causes leading to many different
sufficient causes, as illustrated in Figure 1, in
which stroke is used as a hypothetical exam-
ple. As Rothman notes, the effect size for any
component cause is dependent on the preva-
lence of the other components necessary to
complete this sufficient cause. For example, in
sufficient cause 1, the effect size for diabetes
would depend on the prevalence and joint dis-
tribution of both chronic stress and a genetic
susceptibility to stroke.

The higher the population prevalences
of chronic stress and genetic susceptibility
(i.e., the complementary component causes),
the higher the relative risk for diabetes, since
more people with diabetes will have the
other necessary components for the develop-
ment of stroke (all things being equal). There-
fore, in 2 populations with equal prevalences
of diabetes and with equal prevalences of
genetic susceptibility but different population
prevalences of chronic stress, the strength of
the association between diabetes and stroke
(e.g., relative risk, risk difference, odds ratio)
will be different. To take an extreme example,
in the absence of chronic stress, the relative
risk for diabetes will be 1. Therefore, any
estimate of the relationship between a risk
factor and a disease is dependent on the
prevalence and patterning of the risk factors
in the population.

While Rothman’s model is useful for
illustrating the population specificity of the
effect of risk factors, the model is not as useful
for understanding the causes of these popula-
tion differences in the ence and pattern-
ing of risk factors.”™"' We can build on this
model, however, to examine the factors that
may influence the differences in the occur-
rence of stroke in 2 different populations (see
Figure 2). Assume that there has been a global
economic crisis. In the first society (popula-
tion A), with a history of economic inequality
and norms emphasizing individual responsi-
bility and initiative, the ensuing tight economy
may lead to severe social competition. In the
second society (population B), with an egali-
tarian ideology and norms stressing communi-
tarian values, the economic problems may not
lead to any social competition but rather to
increased feelings of community. In the first
society, then, chronic stress becomes ubiqui-
tous; in the second, it is absent. We will fur-
ther assume, to simplify the example, that the
2 societies are identical in terms of the preva-
lence and patterning of all other components
of all other sufficient causes.
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FIGURE 1—Sufficient causes of stroke, illustrating Rothman’s model for
understanding causal inference in epidemiology.

If one did a study of people within popu-
lation A, diabetes would be a potent risk fac-
tor for stroke, as would genetic vulnerability.
Chronic stress would not be detectable as a
risk factor for stroke in this population since it
is ubiquitous; everyone is exposed to it, and it
will therefore not differentiate people in this
population who do and do not develop stroke.
One could detect differences in the recogni-
tion of and response to this stress, but not dif-
ferences in the presence of the chronic stress
itself, since this has become a normative char-
acteristic of the society, something to which
all members are exposed. We tend to talk
about results from such studies as detecting
causes of disease; more correctly, however,
they can detect only a subset of causes, those
for which there is interindividual variation
within the population. Chronic stress is
clearly a cause of stroke in this society, but it
is not a cause of interindividual variation; that
is, it is not a cause of why one person in this
population has a stroke but another person
does not. Within population B, chronic stress
would not be a cause of stroke, since no one is
exposed to it. Diabetes, however, would also
not be a cause of stroke, since no one has the
component cause—chronic stress—neces-
sary for diabetes to have an effect on stroke.

Population A would also have a much
higher incidence of stroke than population B.
The cause of this rate difference is not due to
differences in the prevalence of the causes of
interindividual variation in disease identified
within population A (i.e., diabetes and genetic
vulnerability), since they are present in the
same proportions and in the same patterns in
the 2 populations. Rather, the rate difference
between the populations is due to differences
in egalitarian norms that lead to social com-

petition and the ubiquity of this stressor in
population A but not in population B. There
has also been a change in the incidence of
stroke in population A over time, owing to
the global economic crisis resulting in the
increase in exposure to chronic stress.

What this example illustrates is that the
causes of interindividual variation in risk
within a population (e.g., diabetes, genetic
vulnerability) may be distinct from the causes
of the differences in the disease rate over time
(i.e., global economic crisis), which may be
distinct from the cause of the rate difference
between populations (i.e., differences in egal-
itarian norms). All of these factors, in turn,
are distinct from the cause of the existence of
the disease itself—an inability of the brain to
exist without oxygen.'? What is the cause of
stroke? Clearly, all of these factors. The prob-
lem of type III error can arise when method-
ologies designed to address the question of
interindividual variation (differences between
individuals within a population) are used to
address all of these questions. We tend to
overlook the fact that examining the distribu-
tion of a disease within a population only tells
us about causes that can be distinguished
among these individuals. This method cannot
detect any causes of disease that are ubiqui-
tous or relatively invariant within the popula-
tion under study, whether they are inherently
group characteristics or derive from interac-
tions among individuals.

Different aspects of the distinction
between the causes of a disease’s existence
and its rate and/or rate differences over time
and across places have been explicated in
many fields, including behavioral genetics,
biology, sociology, and public health.!>'
Despite this fact, researchers sometimes
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FIGURE 2—Population differences in the prevalence and patterning of risk
factors for stroke, based in part on Rothman’s model.

examine the causes of interindividual differ-
ences in risk within a population to answer
questions about rate differences between
populations."® In epidemiology, this ten-
dency is supported by the current paradigm’s
focus on individual-level risk factors.’ In
addition, the necessity for variation also sup-
ports this tendency. Covariation has been
identified as a necessary, if insufficient, indi-
cant of causal relationships."*"” Since all sta-
tistical methods require variation, research
questions are best addressed with data that
include substantial variation in the variables
of interest. Because variation is often maxi-
mal at the individual level as opposed to the
population level for factors most frequently
examined in epidemiology," interindividual
differences within populations often become
the focus of attention, even when the original
question is not about such interindividual
differences.

What are the consequences of this type
III error for the public health goal of reducing
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a population’s incidence of disease? We think
that the consequences depend on the relation-
ship between the causes of the differences
among individuals within a population and
the causes of the rate differences (between
populations or time periods) in their contribu-
tion to the current incidence in the population
that is the focus for intervention. In this arti-
cle we examine 3 areas of public health
research where type III errors occur—home-
lessness, obesity, and ethnic differences in
infant mortality. Each area was chosen to
serve as a heuristic device for the explication
of a different relationship between the causes
of interindividual differences within a popu-
lation and the causes of rate differences
between populations or time periods (see
Table 1).

We argue that examining causes of
interindividual differences in risk for home-
lessness is not useful for appreciably decreas-
ing the incidence of homelessness, because
the causes of interindividual variation in risk

Type III Error

for homelessness do not appreciably con-
tribute to the current incidence of homeless-
ness. In obesity research, examining inter-
individual differences may have some public
health usefulness, but of a limited nature,
because the causes of the rate differences
between populations and the causes of inter-
individual differences interact in creating the
current incidence in the population of inter-
est. In the case of ethnic differences in infant
mortality, examining interindividual differ-
ences may have important public health con-
sequences, but not the ones wanted, because
while the causes of interindividual differ-
ences are also causes of the current inci-
dence, they may not be causes of the rate dif-
ference between the groups of interest.

Examples of the Problem:
Homelessness, Obesity, and Low
Birthweight

Homelessness

Immediately before the 1980s, home-
lessness as a social problem was almost
nonexistent.'® This rate change over time
motivated considerable research about the
causes of homelessness. Most studies, includ-
ing those in the public health literature, exam-
ined the characteristics that differentiate
homeless from nonhomeless people.'*™!
Thus, individual risk factors such as physical
and mental health problems, childhood foster
care, and drug and alcohol use have been
identified as causes of homelessness.”

Differences between people who are and
are not homeless at any point in time may
pertain to the question of who becomes
homeless but not to the cause of the rise of
homelessness over time. This is because the
causal factor of interest must entail a change
in some factor occurring before and after the
time when homelessness emerged. In assess-
ments of the characteristics of individuals
after 1980, this change has already occurred
and is therefore held constant. Structural fac-
tors such as the amount of affordable housing
largely determine the rate of homelessness,
whereas individual-level risk factors are
likely to determine who becomes homeless.
Yet even researchers who recognize that these
are distinct issues with distinct causes often
conclude that both types of studies are
important for reducing the rate of homeless-
ness.'*?*?* We argue, however, that home-
lessness represents a situation in which infor-
mation about interindividual differences
(i.e., individual-level risk factors) is not nec-
essary for reducing the rate of homelessness
because the causes of the current amount of
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homelessness and the causes of interindivid-
ual differences in homelessness are distinct.

In this conceptualization, homelessness
exemplifies what Lieberson calls the distinc-
tion between a “basic” cause and a “superfi-
cial” cause: a superficial cause is one whose
shifts over time do not lead to changes in the
dependent variable.'® In homelessness, a
lack of affordable housing is a basic cause,
whereas individual characteristics consti-
tute superficial causes. Structural factors,
such as the size of the available affordable
housing stock, determine the rate of home-
lessness.'®?* These factors will change over
time owing to changes in economic condi-
tions, housing policies, construction costs,
etc. At any particular time, however, if there
is a shortage of 50000 units, a minimum of
50000 people will be homeless.

If you change the characteristics of peo-
ple who are homeless (i.e., the risk factors),
the rate of homelessness will not change,
since there will be some other people who
lose out in the competition for this limited
commodity. The only way the amount (i.e.,
the rate) of homelessness can appreciably
decrease (barring a change in the definition
of reasonable housing and domestic arrange-
ments) is if there is an increase in the amount
of affordable housing, however it is created.
In this way, the particular characteristics of
homeless people are simply superficial
causes, factors that are related to variation
between individuals in risk of homelessness
but that have nothing to do with the causes of
the incidence of homelessness.

The causes of interindividual differ-
ences within the population may be interest-
ing in and of themselves, but from the public
health perspective of trying to decrease the
amount of homelessness at any time, the
interindividual differences are largely irrele-
vant. The identification of individual risk fac-
tors for homelessness may benefit certain
people by decreasing the probability that they
will become homeless. The success of an
individual-level intervention is based on the
premise that the reduction of a specific risk
factor or the acquisition of a particular skill
will enhance the ability of the individual to
compete for the limited housing resource, all
other things being equal. From the standpoint
of public health, however, explaining inter-
individual differences in homelessness does
not adequately address the goal of decreasing
the incidence of homelessness.

Obesity
Obesity research is another area in which
type III errors have occurred.”**® There has

been an increase in obesity research in the
United States (K. Carpenter, unpublished
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TABLE 1—Consequences of Type lli Error for Decreasing an Outcome

Contribution to Current Rate
in Population of Interest Consequence Example
Only causes of between-group or time  Interindividual differences Homelessness
period differences make contribution uninformative
Causes of between-group and Interindividual differences Obesity
interindividual differences interact informative but inefficient
Each makes independent contribution Interindividual differences Black-White
informative, but not differences in
necessarily for decreasing low birthweight

group differences

data, 1997) concomitant with an increase in
the occurrence of obesity.* % A large number
of research papers, apparently motivated by
this increasing health problem, have exam-
ined interindividual differences in body mass.
Unfortunately, interindividual differences in
obesity at any point in time are not likely
to provide clues to the causes of this rate
increase. For example, studies have shown
that genetic factors account for a significant
proportion of the variance in body mass
within a population. However, it is extremely
unlikely that genetic factors could explain the
rate increase, since 2§enetic variation does not
change that rapidly.

Examining interindividual genetic var-
iation at any point in time holds constant what-
ever other changes have occurred between
time periods (e.g., an increase in the perva-
siveness of advertisements enticing people
to eat, the number of fast food restaurants per
square mile, or exposure to sedentary leisure
activities). Genes per se do not cause obe-
sity; rather, for example, they produce pro-
teins related to a greater or lesser propen-
sity for appetite dysregulation. The threshold
at which a genetic predisposition to obesity is
expressed is likely to be lower in an environ-
ment where food is plentiful than in an envi-
ronment of limited food resources. Because
the environmental factors are ubiquitous
(those exposures do not vary), they will not
explain any variation in the distribution of the
disorder. If one confuses the reasons behind
the distribution in this population with the
causes of the increase in the rate in the popu-
lation, very misleading conclusions may be
reached about the causes of the rate increase
in obesity.

Information about individual-level fac-
tors in such instances may have public health
utility since the causes of interindividual dif-
ferences within the population (e.g., genetic
propensity for appetite dysregulation) inter-
act with the causes of the rate increase (€.g.,
increased food advertising) to produce the
current incidence in the population. Unlike
the situation with homelessness, the environ-

mental context does not necessitate that some
individuals become obese. As we have seen,
in any interaction, if 1 component cause is
missing, the outcome is prevented. However,
in situations in which a factor responsible for
the increase continues to rise while the causes
of the interindividual differences are stable,
interventions based on the latter are likely to
be ineffective. If the cause of the rate increase
is left unaddressed, then an increasing num-
ber of individuals will fall into the “vulnera-
ble” category over time as the contextual fac-
tors become more widespread and/or potent.
In addition, such interventions place the onus
on individuals to adapt to increasingly high-
risk environments (e.g., inducements to eat
unhealthy foods in unhealthy amounts, pro-
mulgation of sedentary activities).

Black—White Differences in Infant
Mortality

The intransigent Black—White dis-
crepancy in infant mortality is another pub-
lic health issue that has commanded con-
siderable research attention. The infant
mortality rate among Blacks is about twice
that among Whites, even within socioeco-
nomic strata.’®*! Some researchers have
suggested that this question be addressed
through an analysis of risk factors for preterm
delivery among Black women.”” While this
may be useful, it may not answer the question
of interest, which is “What are the causes
of the rate difference between Blacks and
Whites?” In restricting the analyses to Black
women, any risk factor that is ubiquitous for
Black women (e.g., exposure to discrimina-
tion) is held constant and therefore will not
be identifiable as a risk factor. Such a design
can only uncover factors that distinguish
which Black women are at greater or lesser
risk of losing an infant (e.g., viral infections,
nutrition, recognition of and response to dis-
crimination). The variables found to account
for risk differences among Black women may
not provide the correct answer for explaining
group differences.
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Studies that investigate interindividual
differences in risk for infant mortality among
Black women, when the question concerns
rate differences between Blacks and Whites,
represent our third case scenario. In this situ-
ation, information about interindividual dif-
ferences is likely to be useful in decreasing
the rate of the outcome, because the causes of
the intragroup variation are likely to make a
distinct contribution to the infant mortality
rate. The individual-level risk factors may
indeed be causes of infant mortality, and
interventions based on them will likely be
successful in reducing the rate. Such inter-
ventions will not change the size of the group
differences, however, unless the group differ-
ence was just a reflection of differences in the
prevalence of the causes of interindividual
differences within each group. In any case,
this could not be verified without appropriate
comparisons between groups. If the causes of
the group differences and the intragroup
variation are distinct, interventions based on
individual-level factors in both groups may
reduce rates among both Blacks and Whites
but will not necessarily reduce the rate differ-
ence between Blacks and Whites if there is a
contextual or structural factor associated with
it. Whether a focus on interindividual differ-
ences or on group differences is more effec-
tive from a public health standpoint (i.e.,
from the point of view of decreasing the rate)
depends on the rate of disease in each group
and the magnitude of the group difference.

Conclusions

When the question of interest is about
risk differences between groups or time
periods, the answer requires examination
of multiple groups or multiple time periods;
otherwise, a type III error can result. The
assumption underlying the concept of the
type III error is not that looking at inter-
individual differences is an error or that group
differences can never be a reflection of inter-
individual differences; rather, it is that risk
differences between individuals within a par-
ticular population may not have the same
causes as the differences in the average risk
between 2 different populations.'®

We examined 3 specific areas of public
health research in which this problem occurs.
They were chosen to serve as heuristics, and
they do not represent the only areas in which
these problems arise. In addition, the exam-
ples we used do not represent the full range
of possible relationships among the risk fac-
tors for obesity and low birthweight. None-
theless, we think they illustrate different
consequences of examining the causes of
interindividual variation within a population
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when interest is in rate differences between
populations or time periods.

The focus on interindividual variation
has value-laden and political implications
because such analyses, implicitly or explicitly,
consider ubiquitous exposures uninteresting,
unchangeable, or outside the purview of epi-
demiologic consideration. If the effects of
such exposures and contexts are not investi-
gated, they are not as available for interven-
tion. To examine such exposures requires their
overt consideration and different sampling,
measurement, and conceptual frameworks.

Research with potentially useful public
health consequences requires consideration
of the full range of risk factors at all levels of
organization. At a minimum, restricting our
focus to a particular level of organization
provides a narrow knowledge base for inter-
vention; at the extreme, type III errors can
lead to research with little potential for sig-
nificant public health consequences (e.g.,
research on interindividual differences in
risk factors for homelessness provides an
inadequate basis for interventions designed
to significantly decrease the rate of home-
lessness). In either case, we need to rethink
the issue of levels of organization and take
seriously the problem of ubiquity—that is,
the difficulty in detecting invariant causes.
Causes that are invariant within populations
or historical moments are precisely those
that determine which interindividual differ-
ences are important and are likely to affect a
population’s health.”> An exclusive focus on
interindividual differences leaves unana-
lyzed this important and consequential class
of etiologic factors. [
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