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INTRODUCTION

*k Sampling, in its broadest sense, is a

-procedure in which one or more mem-

bers of a population of people or things
are picked from the population. The
objective of selecting this subgroup, or
sample, is to make certain observations
upon the members of the sample, and
then, on the basis of these results, to
draw conclusions about the character-
istics of the entire population. When
sampling is used instead of examining
every member of the population it is
usually for the purpose of saving money
or time.

The conclusions which we draw from
a sample are necessarily subject to one
special kind of error, generally called
sampling error, because the data have
been collected for only a part of the
population. However, with modern
technics, a sample may be planned so
that the probability is small that this
error  will exceed certain specified

limits. When we employ sampling of

this type we can say in. advance how
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much sampling error we are willing to
tolerate and- then select the sample so
that our statistical conclusions about the
characteristics of the whole population
will not have a sampling error greater
than the tolerable limits, except very
rarely. This type of sampling is known
as probability sampling, and it is to the
subject of probability sampling in pub-
lic health work that this report is ad-
dressed. _

The use of probability sampling in
the field of public health has apparently
been hampered by two widespread and

.somewhat contradictory attitudes toward

it. The first is that sampling will not
give sufficiently accurate results for a
particular job at hand. The second is
that probability sampling is too diffi-
cult or expensive when compared to
the study of a convenient “chunk” of the
population, such as a convenient batch
of records, a convenient community, or
a group of patients to whom the investi-
gator has ready access.

When sampling is about to be rejected
because of the belief that it will not give
sufficiently accurate results, a re-exam-
ination of the errors inherent in a com-
plete coverage may reveal that the addi-
tional error due to sampling is an
insignificant part of the total error. The
belief that sampling will not be accurate
enough also may arise because the in-
vestigator has not stopped to work out
the major objective of his investigation
or to consider how the results will be
used. Whether or not sampling is used
in such cases, a consideration of whether
it could be used brings about a clearer
understanding of the purposes of the in-
vestigation and, thus, has a beneficial
effect upon the conduct of the work.

The second attitude mentioned above
is that probability sampling is too ex-
pensive compared to what is sometimes
called “chunk” sampling. The adminis-
trator may find us quite persuasive
when we say that it is often unnecessary
to spend the money required for com-
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plete coverage. It is more difficult to be
persuasive, however, when we say that
it is sometimes necessary to adopt the
more expensive of sampling alternatives.
Saving money is a worthy objective.
It is, in fact, one of the guiding
objectives of the probability sampling
we wish to describe in this report.
Hence, to give this question its proper
share of attention we shall put off to a
later section a discussion of the relative
merits of probability sampling and
“chunk” sampling.

Aside from these two negative atti-
tudes about probability sampling, un-
doubtedly the most serious obstacle to
the greater use of this technic in public
health is ignorance of the methods in-
volved. "

The Committee on Sampling Tech-
niques in Public Health Statistics of the
Statistics Section, American Public
Health Association, is of the opinion
that sampling can profitably be em-
ployed for many public health jobs and
that beliefs of the sort mentioned pre-
viously and ignorance of sampling
methods have hindered the greater use
of what can be a very valuable tool. The
committee has prepared this report in
order to describe in nontechnical lan-
guage the nature of sampling, to give a
little idea of what is involved in the
practice of sampling, to give a few ex-
amples of the use of sampling in public
health work, and to list some references
for further reading.

In writing this report we have leaned
upon three sources in particular. One
is “A Brief Statement on the Uses of
Sampling in Censuses of Population,
Agriculture, Public Health and Com-
merce,” prepared by W. Edwards Dem-
ing, a member of the Sub-commission
on Statistical Sampling of the United
Nations Economic and Social Council.!
This statement was based upon a work-
ing paper of the sub-commission bear-
ing the reference code E/CN.3/ Sub
1/W.1. In some places we have para-



phrased this document and in others we
have quoted from it. We are indebted
to Dr. Deming and to the sub-commis-
sion for permission to make this use of
their publication. For the two other
sources that have been used extensively
see réferences 2 and 3.

THeopore D. WooLsEY, Biostatistician,
Division of Public Health Methods,
Public Health Service, Washington,
D. C,, Chairman

WiLLiam G. COCHRAN
Donarp Maincanp, D.Sc.
MARGARET P. MARTIN, PH.D.
FeLix E. Moorgkg, Jr.
RoBert E. PaTTON

I. THE NATURE OF SAMPLING

What Sampling Is and Some of
lts Advantages

The idea of achieving speed and
economy or both by using a sample to
represent the whole is so commonplace
in everyday life that one is likely to
overlook some of its applications. The
housewife who snaps a few beans in the
basket to see whether they are fresh or
not is using sampling to decide whether
the average quality of the beans is worth
the price she is asked to pay. The
great bulk of this everyday sampling is
of an intuitive type and' not much is
lost in most cases if a wrong decision is
made on the basis of the sample.

In administration and research, on
the other hand, a lot may depend upon
the decisions that are made. Hence, a
more scientific type of sampling is called
for—some method by which we may
know what the limits of error are for the
conclusions that we draw from the sam-
ple. We should like to be able to give
some sort of guarantee about the size
of the sampling error so that we can
weigh the economy of sampling against
the chances of error of a certain size
and decide whether the savings can be

realized without sacrificing too much in-

the way of precision. It is here that
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probability sampling makes its contri-
bution.

But let us consider in more detail the
returns that we may expect for intro-
ducing this additional error due to sam-
pling. In the words of the Sub-commis-
sion on Statistical Sampling of the
United Nations:

The main advantages of sampling, in com-
parison with complete enumeration, are speed
and low cost, with controlled and often en-
hanced reliability.

Any survey, or any collection or tabulation
of information from existing records that can
be carried out completely can also be carried
out by sampling. Under difficult conditions
sampling is often possible when a complete
count would be a failure.

Certainly, the most frequent reason
for deciding upon sampling is that the
cost is lower than complete coverage of
the population of persons or things. In
fact, sometimes the cost of carrying out
a test or an examination on every mem-
ber of the population is prohibitively
expensive. For example, a survey of the
nutritional status of children in a com-
munity may involve elaborate and costly
tests which can only be carried out by
using small samples of the child popu-
lation. In considering reduction in
cost through the use of sampling, how-
ever, it is important to remember that
the cost of a sample of 1/rth of the
population will usually be greater than
1/rth of the cost of covering the popula-
tion completely. There are certain
overhead costs in sampling which are
not encountered in complete coverage.

The fact that sampling cuts down the
time necessary for making the informa-
tion available is perhaps the next most
frequent reason for using sampling.
This is particularly important when the
sample is being used to measure some-
thing that is changing rapidly. Again,
there is somg overhead in time asso-
ciated with sampling, so that the in-
formation is not available in 1/rth the
time from a 1/rth sample.
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Sometimes in a study or survey rather
elaborate information is required which
is to be obtained by interview or ques-
tionnaire. In this case, a sample in-
volves. far less burden upon that pért of
the public from which the information
has to be obtained, whether it be house-
wives, doctors, clinic patients, or others.
The fewer who have to take time off to
answer the questions, the better.

Still another advantage of sampling
is that a small office can sometimes
carry on the work without increasing its
staff or making use of outside resources,
while complete ‘coverage might be out of
the question. Even when outside re-
sources are required for a special in-
vestigation, the problems of hiring part-
time people and finding space in which
they can work are much less acute when
sampling is employed. In health sur-
veys it is sometimes impossible to train
a’ sufficient number of interviewers to
conduct a detailed interview in a pre-
scribed manner in every household of
the population being surveyed. A sam-
ple offers the only feasible way of carry-
ing out the survey.. This is particularly
likely to be the case if the definitions
employed are necessarily difficult or if
experienced judgment by the inter-
viewer is involved, as occurs in measur-
ing the degree of disrepair in housing
surveys.

The use of sampling often permits a
higher quality of work to be maintained.
The intensive training of an interview-
ing or coding staff is more easily accom-
plished when the staff is small. Further-
more, higher standards of ability and
personality can be maintained in selec-
tion of the staff. For example, the
coding of diagnostic material during the
processing of morbidity surveys is a
complex operation. Small crews of
coders can be more carefully selected,
trained, and supervised and can, there-
fore, give more uniform and more
accurate results.

The very nature of sampling directs
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attention to errors, not only those result-
ing from the sampling but the other
types which would be present even in
complete coverage. It always becomes
important to get some clearer ideas of
the magnitude and direction of these
other errors in a sampling investigation,
and the effort to do this may have a
wholesome effect on the quality of the
results and certainly will make for more
careful interpretation of the data.
Finally, there are instances when
sampling is the only reasonable possi-
bility. Such is the case when a test is
being made that destroys or makes use-
less the object being tested. For ex-
ample, in the routine testing of bottled
milk for the presence of bacteria, com-
plete coverage is out of the question.
Thus, in some instances, complete cover-
age of the population is not only im-
practical but logically absurd.

What Sampling Can Do

The following list will show how very
broad are the possible applications of
the sampling tool in the everyday work
of public health. Sampling can be
used:

To obtain health information about the per-
sons living in a health department jurisdiction
for the planning of a new program.

To test the efficacy of a proposed health de-
partment procedure before deciding whether
to put it into full-scale use.

To evaluate periodically the results of a
health department procedure, such as a health
education program. i

To survey the environment in a health de-
partment jurisdiction, as in sanitation surveys
and surveys of housing.

To measure the utilization of health services
or the availability of medical care in the juris-
diction.

To obtain information from a large file at
less expense and more quickly than would be
possible by complete analysis.

To prepare preliminary bulletins on vital
statistics in advance of final processing of the
records.

To evaluate the reliability or completeness
of registration of births and deaths or other
record systems.



Of course, there are many other uses.
No division of the health department,
.no voluntary health agency, and no
health research institute is without its
own applications. It has been demon-
strated many times that the application
of sampling can bring about savings in
routine office work as well as in special
studies and surveys. Sometimes it is a
matter of applying sampling where it
had not been realized that it could
produce sufficiently reliable results. . At
other times methods can be suggested
for controlling quality at less expense.
The use of sampling for quality control
has found widespread favor in industry
and the application has also been made
in such large-scale, government statis-
tical operations as the processing of
records from the decennial census and
those of the National Office of Vital
Statistics.

Two continuing sample operations in
the field of public health and medical
records that may be mentioned are: (1)
the sampling of sickness records for
Army personnel; and (2) the 10 per
cent sample of death records analyzed
each month by the National Office of
Vital Statistics.

Reliability of Sampling

How reliable is sampling? The an-
swer is: Sampling can be just as reliable
as we need to make it and can afford to
make it. The decision that nothing
short of complete coverage of the popu-
lation will give a sufficiently reliable
statistical picture is often made without
real justification, probably because of
failure to consider two important as-
pects of reliability. The first is that the
error we can tolerate in statistics is re-
lated to the purpose the statistics are to
serve. When that purpose is not clearly
recognized in advance there is quite
understandably a tendency to seek
refuge in complete coverage. More at-
tention to the matter of final use of the
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statistics will frequently show that a
sample can give sufficient accuracy for
all major uses and, when this discovery
is made, the additional time spent in
planning is more than paid for by the
lower cost of the investigation itself.

The second aspect of reliability to
which attention should be directed is
closely related to the first. It is the
realization that sampling error (which.
it will be remembered, -is the error re-
sulting from taking a sample rather
than the whole population) is only one
of the possible sources of error in the
results. Nonsampling error may be of
many different types and the types vary
according to the kind of investigation
being made. In the case of one kind of
investigatiom—the survey—the different
sources of error have been catalogued in
a very interesting and useful chapter of
a book by Dr. Deming.2 Dr. Deming
lists 19 different sources of procedural
bias and error. We cite some of these
to give an idea of their nature. Most of
them are sources of error with which
everyone is familiar, but familiarity
seems to have led to excessive tolerance
in many cases. Here are 10 different
sources of error that are found in sur-
veys:

1. Failure to state the problem carefully
and to decide just what statistical information
is needed.

2. Failure to define the population about
which we want information with sufficient
precision.

3. Errors in response, voluntary and in-
voluntary, i.e., errors in the answer to a ques-
tion due to misunderstanding, misinformation,
misrepresentation, faulty memory, etc.

4. Bias in response arising from the inter-
viewer. .

5. Imperfections in the design of the ques-
tionnaire and tabulations of the results.

6. Bias arising from nonresponse, i.e., bias
from the fact that answers were not obtained
for all in the sample and from the fact that
these nonrespondents differ from the respond-
ents in the characteristics being measured.

7. Bias arising from an unrepresentative

date for the survey or of the period covered.
8. Random sampling errors. (See below.)
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9. Sampling biases. (See below.)

10. Processing errors (coding, editing, cal-
culating, tabulating, tallying, posting, and con-
solidating) .

Of the 19 sources of error listed by
Dr. Deming only two are found in
sampling but not in complete coverage
of the population. The author calls
these two “random sampling errors”
and “sampling biases.” The first is the
kind of error with which probability
theory deals and the second arises either
from human failure in carrying out the
sampling instructions or from technical
failure in the process of generalizing
from the sample to the whole popula-
tion.

Dr. Deming has this to say of sam-
pling error: ,

One often hears objections to sampling be-
cause of sampling errors. Such objections
can, be sustained only if, after consideration
of the other inaccuracies, the elimination or
reduction of the sampling errors seems to be
a wise investment. Sampling errors have the
favorable characteristics of being controllable
through the size and design of the sample. . . .
Sampling errors, even for small samples, are

often the least of the errors present. (See
reference 2, p. 47.)

In its general outline this considera-
tion of sampling and nonsampling errors
is not peculiar to surveys, but is com-
mon to any problem of measurement,
whether it be the taking of blood pres-
sures or the decennial census.

But what do we mean when we say
that sampling errors are controllable?
We obviously do not mean that we can
tell how great the error is in a particu-
lar sample and in measuring a par-
ticular characteristic. What we do mean
is that we can give a very useful kind
of guarantee regarding the sampling
error. Let us take as an example a
hypothetical investigation of the chil-
dren in the elementary school system of
a city to determine the proportion of
children with vision below a certain
standard. Vision- below this standard
we shall call “impaired vision.” We

JUNE 1954 AMERICAN JOURNAL OF PUBLIC HEALTH

have selected completely at random a
sample of 400 children from the elemen-
tary grades of the school system and
have determined by means of tests that
4 per cent of the children in the sample
have “impaired vision.” In this par-
ticular investigation the guarantee
might take the following approximate
form: “The chances are 19 out of 20
that the 4 per cent of children with im-
paired vision, as estimated from the
sample, does not differ by more than
1.9 per cent from the result that would
have been obtained if the identical test
had been given to every child in the
elementary school system.” _

The range of approximately 1.9 per
cent on either side of the estimated 4
per cent is known as the “confidence
interval” of the estimate. The principles
of sampling tell us that if we were to
repeat this investigation over and over
again, each time making an estimate
from a new sample of 400 children in
an identical manner, and were to com-
pute confidence intervals as has been
done here from the results of each
sample, in 19 out of 20 instances the
confidence interval would include the
city-wide value, ie., the value which
would be obtained if the test had been
performed upon every child in the ele-
mentary school system.

In the planning of a sample we wish
to know the most economical type of
sampling plan and to estimate the size
of sample required to give the desired
precision. For both of these purposes
we must have some advance knowledge
of the size of sampling error associated
with samples of different sizes and de-
signs. Sampling principles can provide
us with this equally useful but less
specific type of. information in advance
of the sampling, providing that we know
roughly what the results will look like
(as we frequently do by examining re-
sults obtained at other times or in other
places).

The reason some foreknowledge of



the approximate results is needed is that
the formulas for the sampling error as-
sociated with different sampling plans
require information on two points: the
mean value of the measure (or the pro-
portion of the population having the
characteristic being studied) and the
amount of variability in the measure
from member to member in the popu-
lation, expressed in terms of the stand-
ard deviation. For example, if we were
planning to survey a sample of houses
in a city to estimate the average state-
of-repair score of houses in the city, we
would need to know roughly what the
average score and the standard devia-
tion of scores from house to house
would look like. The better the infor-
mation we have on these points, the
more accurately we can estimate the
sampling error of the survey results in
advance, but even informed guesses will
be helpful. (If the result desired from
the survey is simply the proportion -of
the population having some characteris-
tic, a knowledge of what that proportion
is likely to be is sometimes enough.)

Note that these statements concerning
limits of error provide no guarantee on
the nonsampling error. Nothing is said,
for example, about the error that may
be implicit in the test itself. No test is
perfect and the one given in the vision
test illustration mentioned previously
may be one which, if repeated upon the
same child, would show a great deal of
variability in results, either because of
reading errors by the person making the
test or because of some lack of precision
in the measuring device. Such errors
implicit in the test will be present in
the results of an investigation even if
it covers the entire school population.
Nevertheless, the use of the principles
of sampling both for planning the sam-
ple and for a statement of the limits of
sampling error in the final result are
the features of probability sampling that
make it possible for us to use it with
confidence.
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The sampling error that we feel we
can tolerate and the chances that we are
willing to accept of being off by this
amount can be altered to suit our con-
venience, but, in general, the smaller we
demand the sampling error shall be, the
more expensive the task of measurement
becomies. This is because reducing the
sampling error means increasing the
size of the sample and this, of course,
increases the cost. (Improvement can
sometimes be made without increasing
cost by devising a more efficient plan,
but there is a point beyond which one
cannot go in improving the sample de-
sign. The only way to reduce sampling
error from this point on is to increase
the size of the sample.)

The use ‘of sampling principles in ad-
vance of the actual collection of data is
valuable to the statistician and the pro-
gram administrator alike. In the case
of an expensive survey it might work
something like this: The statistician first
gathers whatever information is avail-
able from other sources as to how much
the particular characteristic being
measured or counted varies from one
unit of the population to another. He
also brings together whatever facts are
available about the cost of the different
operations involved in collecting- the
data. If there is no information on
hand regarding these matters, he may
advocate the conducting of a small pilot
study to collect it in advance of the full-
scale project. Such a pilot study would
also provide an opportunity to test the
measuring device itself, that is, the in-
terview, the clinical test, the examina-
tion procedure, or whatever else was to
be employed for the purpose of measure-
ment or description. With the informa-
tion on variability and costs and a
knowledge of sampling technics, the
statistician can determine which of
many possible plans will probably give
the least sampling error for a fixed sum
of money; or, for a required precision,
which plan will cost the least.
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In our hypothetical survey of im-
paired vision, for example, the results
~of other studies of impaired vision
among school children might permit the
statistician to devise a probability
sampling plan that, without sacrificing
any of the sampling precision, would
cost considerably less than a selection
of 400 children completely at random.
The statistician turns over to the admin-
istrator his estimates of cost and ex-

pected limits of sampling error. Thus,

the administrator can tell fairly reliably
before embarking upon the project
whether the amount he is able to spend
will yield results of useful precision,
though in making his decision he must
also consider the errors from sources
other than sampling (see below).

This, then, is what we mean when we
say that sampling errors are controllable
through the size and design of the sam-
ple: By skillful use of existing resources
and knowledge a plan of sampling can
be devised such that the sampling er-
ror is reduced to the minimum for a
given expenditure of money; and,
furthermore, the limits of sampling er-
ror, or “confidence interval,” of the
estimate made from the sample can be
stated alongside the estimate itself.

But what about the many types of
nonsampling error, some of which we
have cited from Dr. Deming’s list? Can
these be controlled too? Such errors
can be controlled, but not in the same
sense that sampling errors can be con-
trolled. Some nonsampling error is al-
ways present and increasing the size of
the sample will not reduce it. It can be
reduced, however, by careful planning,
including the making of trial runs. Even
if the sampling consists of no more than
the selection of every tenth card from
a file, when any large amount of work
is involved a trial run will pay off. It
will show up unexpected difficulties be-
fore it is too late to make changes in
the plans. '

Research on the magnitude of the
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errors implicit in procedures of meas-
urement, such as the errors mentioned
earlier in connection with testing of
vision of school children, should not be
overlooked. If the investigator has no
quantitative information on this point,
he will do well to make the study of
errors of measurement a part of his in-
vestigation. As one example of this
type of research the reader is referred
to the study of the errors in counting
blood cells made some years ago at the
Mayo Clinic. The opening sentence of
the report on this study reads: “Our
primary objective was to investigate the
error of the blood cell count as it is-
made in good routine practice, and not
as it might be made with special appara-
tus in exceptional situations.” ¢ Another
example, unfortunately unpublished, is
the study of the errors in blood pressure
readings with a sphygmomanometer
made some years ago at the Worcester
State Hospital in Massachusetts, by
means of a special stethoscope with
multiple headpieces designed so that
simultaneous readings of the same blood
pressure could be made by several
doctors.

There is not space here to cite the
considerable experience that has been
accumulated on the matter of reducing
nonsampling errors.* However, it must
be emphasized that it is this part of the
planning of a survey, or other investiga-
tion, that frequently requires the great-
est care and attention. This fact has a
bearing on the answer to the perennial
question: “If we are to employ an ex-
pert to take charge of the collection of
data for the survey, what sort of
expert should we look for?” The per-
son to look for is someone who has had
enough experience with surveys to be
able to keep the nonsampling errors at
a minimum. If not an expert in the
particular subject matter that is to be
dealt with, he must be supported by a

* References 2, 4, and 5 will be helpful in this respect.



technician thoroughly familiar with the
subject matter.

It has already been mentioned that
the control of nonsampling errors is
usually easier in sampling than when
coverage is complete. This is because
there are fewer workers to supervise
and because more attention can be de-
voted to detail. If interviewers or other
trained personnel are being used to
collect the data, there are fewer to train,
and greater uniformity and intensity of
training is possible. For instance, 20
persons might have to be taught to
count the number of decayed, missing,
or filled teeth among the patients of a
large institution. A 25 per cent sample
would require the training of only five.
It is conceivable, therefore, that an
estimate for the whole institution based
on a 25 per cent sample could give a
result closer to the true value than one
obtained from an examination of every
patient.

We have said that the program ad-
ministrator must consider both sampling
and nonsampling errors in considering
how much sampling precision to buy.
To illustrate, let us say that he believes
he cannot tolerate a relative error due
to sampling of more than 2 per cent. It
may become apparent on further study,
however, that because of some intrinsic
error in the method of measurement
(such as, for example, a lack of pre-
cision in the test of vision in the exam-
ple cited previously) there is a possible
error of as much as 10 per cent in the
result even if every member of the
population is included in the investiga-
tion. In that case the administrator
has the choice of dropping the idea of
making the study, of revising upward
his ideas of tolerable sampling error, or
of spending money to attempt to reduce
the nonsampling error by some means.
This last could be done by devising a
more precise test or, in other types of
studies, by adopting more objective
definitions or clearer instructions, or by
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intensifying the program of interviewer
training, etc. A good deal of attention
has been given here to this matter of
the reliability of sampling because it is
the cause of so much misunderstanding.
Furthermore, the heart of probability
sampling is the controllability of sam-
pling error.

Disadvantages of Sampling and Situa-
tions in Which Sampling Will Not Help

It is important to bear in mind that
sampling is not an end in itself. It
should not be thought of as a procedure
that adds elegance to any job that comes
along. Its use is suited to certain situ-
ations and unsuited to others, and it has
its disadvantages. Before proceeding
with a discussion of the practice of
sampling it might be well to mention
some of these disadvantages of sam-
pling and situations in which it cannot
help.

Where an Inventory Is Needed—Ob-
viously, sampling cannot help where a
record is needed for every member of
the population of persons or things. A
hospital could never make medical his-
tory sheets for only a sample of its
patients because actions affecting an
individual patient must be based upon
a report concerning that individual
alone. The same would be true of a
case register. However, if a hospital
wishes to draw some general conclusions
about a certain class of its patients, a
sampling of the medical records for that
class of patients may give the desired
resulis at great savings of money and
effort.

Data Required for Many Subdivi-
sions of the Population—There are also
occasions when data must be tabulated
in great detail in order to be valuable.
Sampling would make the frequencies
in some cells of the tables so small as
to be useless for purposes of analysis.
In the decennial test of completeness of
birth registration, for example, census
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enumerators fill out a card for any in-
fant less than three months of age living
in the household at the time of the
census. The birth registration records
are searched for the names on these
cards and an index of completeness of
registration is computed. A good deal
of money would be saved if this could
be done on a sample basis. However,
incompleteness of registration has be-
come a highly localized problem. Ac-
tion to improve the registration depends
upon knowing the particular county in
which it is poor. Hence, a determina-
tion of the size of sample required led
to the conclusion that all infants less
than three months old would have to
be included. :

Additional Error Introduced—In
sampling, as we have said, an additional
source of error is introduced. While
the limits of sampling error can be
calculated approximately in advance
and it can in this sense be controlled,
there still may be occasions when noth-
ing less than a complete coverage of the
population will be sufficient. Such oc-
casions are not as common as one
might think. One instance that can be
cited is the reporting of cases of an
epidemic disease. Health department
action may be based on the reporting
of a very few cases, and outbreaks of
many cases may be missed in a sample
because of their concentration in space
and time. :

Time and Skill Required in Plan-
ning—Since the planning of a good
sample may require more time or tech-
nical skills than are readily available,
this lack may sometimes argue against
sampling.  However, as has been
pointed out, the planning time may be
well spent because it gives a greater op-
portunity for the objectives to be clearly
thought out and for misunderstandings
to come to light.

- Discrimination Against Those Not
in the Sample—A peculiar- situation
may arise when a new treatment is be-
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ing tried on a sampling basis or when
sampled individuals are given some
special and desirable service, such as a
free physical examination, an x-ray, or
free treatment if a case of illness is dis-
covered. This has been handled in at
least one study by providing the same
service to all who heard about the offer
and asked for the service during the
course of the sampling. This might well
be impractical in some projects, but in
these projects it stands to reason that
complete coverage would also be im-
practical.

II. SOME REMARKS ON THE PRACTICE
OF SAMPLING

When to Call for Expert Assistance

We have said that there are jobs of
sampling that can be carried out in a
health department or other public health
agency without_the help of a sampling
expert. We have also suggested that
there are times when it will be wise and
economical to call for outside help. As-
suming it has been found desirable to
sample, how does one decide whether
to seek expert assistance or not? There
is no hard and fast answer to this ques-
tion. A lot will depend upon the amount
of experience with sampling that is to
be found in the staff of the office. How-
ever, the following matters should be
looked into before making the decision:

The Cost of the Investigation—Is the
study one in which a considerable sum
of money is to be spent? If so, it is
undoubtedly necessary to adopt a plan
that will give the utmost in information
for every dollar spent. The cost of ob-
taining the advice of a sampling statis-
tician will probably be a small portion
of the total and in many cases there will
be a net saving.

The Complexity of the Task of Draw-
ing a Satisfactory Sample—To attempt
to grade sampling studies according to
the complexity of the sample design re-



quired would take us further into the
theoretical aspects of this subject than
we intended to go in this report. There
are, however, some clues to the probable
complexity of the problem of sample
selection that are supplied by a knowl-
edge of the population being investi-
gated and the resources at hand.

Sampling implies the physical selec-
tion of certain members of the total
population. There must, therefore, be
some catalogue or inventory of the
population from which to draw the
sample. If no such inventory exists,
it must be constructed. For example,
there is the common type of epidemio-
logical study in which a sample of cases
of a particular disease is compared with
a set of matched controls to determine
whether the cases differ from the con-
trols in respect to some characteristic
suspected of being related to the risk
of contracting the disease. In these
studies it is often necessary to create a
register, or list, of cases of the disease
in a specific population. Making up the
register may require searching the
records of doctors’ offices, clinics, and
hospitals of an area for all cases of the
particular type being investigated. A
list of persons to be used as controls
may also have to be constructed. When
these lists have been prepared a sample
of persons with the disease can be se-
lected and matched with persons in the
list of controls.

The first question one might ask,
therefore, in sizing up the problem of
selecting a sample is: Can the popula-
tion of persons or things that is to be
sampled be represented by a file or list,
each item of which represents a single
member of the population? If so, is
this file or list complete? Does every
member of the population that is under
study appear in the file or list once and
only once? If the answer to these ques-
tions is “Yes,” the sampling can usually
be accomplished very simply. Very
little additional difficulty is encountered
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if the file or list contains some items
that are not members of the population
we wish to study, but if there are dupli-
cates or if some members of the popu-
lation are not represented at all, the
difficulties become greater.  (These
conditions do not necessarily preclude
sampling; but expert assistance should
probably be sought.)

Sometimes there is in existence a list
or file that includes the entire popula-
tion but the individual cards, folders,
or list items are not the units we in-
tended to sample. For example, we
might set out to select a sample of fam-
ilies but find that the file contains a
card for every adult person rather than
a single card for each family. Or we
might need a sample of individuals and
have only a file containing a card for
each family with the names of the mem-
bers listed on it. In these cases in
which the unit member of the list or
file is not the same as the unit member
of the population we wish to study there
is some additional complexity.

If no list or file exists in which every
member of the population is repre-
sented, we must consider whether one
can be constructed, or whether the mem-
bers fall in some natural order, as in
the case of assembly line operations,
so that a simple consecutive nambering
system can be assigned to them. The
problems of selecting a good sample
are less difficult when the items to be
sampled can be easily numbered. Two
familiar examples of sampling where
the units cannot be simply arranged in
order and numbered are the making of
differential blood counts and water
sampling. The problems of devising
acceptable probability samples in these
cases are exceptionally difficult. The
sampling of insect populations is an-
other example of the same type.

The selection of a representative
sample of the people living in a city or
county or other health department juris-
diction is a common problem in public
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health work. Finding an up-to-date
and complete directory of the families
residing in a community is a rare oc-
currence in this country. Nevertheless,
experience indicates that directories,
unless hopelessly out of date, can be
helpful in reducing the cost of sampling,
but this comes under the heading of
problems for which expert assistance is
desirable. _

Very often there is no directory at
all from which to sample. Usually the
method employed in such cases is that
known as area sampling. The inventory
is constructed from a map by dividing
it into small units of area. A sample
of these small areas is then drawn. This
is, therefore, an instance of the type
mentioned earlier in which the unit
actually sampled is not the same as the
unit member of the population we wish
to study. Area sampling problems have
a great range of difficulty, depending
upon the resources available and the
efficiency demanded of the sample de-
sign, that is, the extent to which the
design will provide the minimum sam-
pling error per dollar expended.

The Complexity of Nonsampling
Aspects of the Study—It has already
been pointed out that the reduction of
nonsampling errors is the part of the
survey or other investigation to which
the greatest care and attention may
have to be given. We must ask ques-
tions about the sort of errors that would
be encountered even if the study were
designed to cover every member of the
population. Has it been possible to
state clearly the problem to be investi-
gated? Has it been possible to define
the population precisely? Is it going to
be possible to reach all the members
of the population without difficulty?
Will people agree to answer these ques-
tions or to take this test? Are the
questions of a factual and noncontro-
versial nature? Is the test to be given
one that will yield consistent results
when repeated by the same technician?
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When repeated by different technicians?
If the answer to any of these questions
is “No,” it may be time to call in an
expert. No miracles should be expected,
of course, but sometimes a wider expe-
rience in dealing with similar obstacles
will suggest ways of surmounting them.

For one class of investigation, the
mail questionnaire, a special warning
should be given. It seems to be very
easy for those who have not had experi-
ence with this sort of inquiry to over-
estimate the amount of response to be
expected and to underestimate the
amount of bias that may be introduced
by neglecting the people who do not
return the questionnaires. In question-
naires addressed to a general population
group the response rate seldom exceeds
50 per cent. When the respondents are
members of a special group, such as
doctors, nurses, directors of nursing
homes, and so forth, the rate of response
may vary greatly. It is probably widely
recognized that the response depends
upon the auspices of the study, the
length of the questionnaire, the format
of the questionnaire, and other factors.
However, it is not so well known that
the characteristics of those who do not
respond may differ widely from those
who do. Consequently, reliance upon
statistical results of the tabulation of
questionnaires from those who took the
trouble to reply may lead to false con-
clusions. The respondents cannot in
general be assumed to be a representa-
tive sample of those to whom question-
naires were mailed. How to overcome
this bias and at the same time make use
of the undoubted economies that can
often be achieved by a mail question-
naire is a matter on which an experi-
enced statistician’s advice should be
sought.

It will be noted that these comments
also apply to any study or survey where
the subjects are volunteers. It is gen-
erally conceded, for example, that a
chest x-ray screening in which two-



thirds of the adult population of a
community voluntarily submit to an
x-ray cannot tell us very much about
the proportion of significant films that
would be found if the entire adult popu-
lation had been screened. The propor-
tion of positive films in the remaining
one-third may be quite different.

Further Remarks on Calling in an Expert

The objection that is sometimes heard
to the employment of a sampling statis-
tician is that he will be unfamiliar with
the practical aspects of a job, will con-
fuse the issue with mathematical ab-
stractions, and will recommend some-
thing more elaborate and expensive than
anyone had in mind. With a proper
understanding of the statistician’s func-
tion on the part of both the administra-
tor and the statistician such difficulties
should not arise. For sampling is not
an esoteric science. Its objectives are
exceedingly practical. A statistician who
understands good sampling is aware
that no sampling plan is of value to an
administrator unless it can be carried
out in the field.

Furthermore, since modern sampling
theory dealing with surveys and experi-
ment design is much concerned with
dollars and cents, it is incumbent upon
the statistician to demonstrate that his
plan will provide the accuracy required
at a cost (including overhead) that is
lower than any other practical plan
meeting the same criteria for accuracy.
Again, it must be emphasized that the
sampling statistician can do a better
job in this respect if he is brought in
before plans have crystallized.

Brief Description of the Procedures
in Sampling .

It has been pointed out that when
the type of sampling known as probabil-
ity sampling is used we can say in
advance how much sampling error we
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are willing to tolerate and can then
select the sample so that statistical con-
clusions about the characteristics of the
entire population will not, except rarely,
have a sampling error greater than the
tolerable limits. We shall now describe
briefly what is involved in selecting a
sample of this sort and how the confi-
dence interval is obtained in a simple
example.

The term “probability sampling” is
applied only to samples selected in such
a way that every member of the popula-
tion has a known probability of being
chosen and such that the probability
is not zero for any member of the
population. This is because it is only
for samples selected with known proba-
bilities that we can give the sort of
guarantee mentioned in the section on
Reliability of Sampling. When the
probabilities are known and are not
zero, sampling theory provides formulas
that give the standard error of the
measure being estimated from the sam-
ple, that is, the standard error of
estimate.

This can be illustrated using the
simplest type of probability sampling
known as simple random sampling. In
this type the probability that a particu-
lar member of the population will be
selected is equal for all members. Thus,
if we had a file consisting of cards
numbered from 1 to 900 and wished to
choose a simple random sample of 100
cards, we might pick 100 different num-
bers between 1 and 900, inclusive,
completely at random. The cards bear-
ing the selected numbers would consti-
tute the sample. If the selection is truly
random, no number has any greater or
less chance of coming into the sample
than any other number.

But how would one go about picking
the hundred different numbers com-
pletely at random? One way of doing
this would be to put 900 numbered
slips of paper into a box, mix them.
thoroughly, and then withdraw 100 of
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them, recording the numbers of all that
are selected. A simpler and more fool-
proof method, however, is to make use
of tables of random numbers. Opening
to any page of such tables 100 three-
digit numbers between 001 and 900 are
picked out in some systematic manner,
such as the first 100 in the odd-num-
bered columns. In case a number turns
up a second time in the drawing it is
discarded and the next number is taken
in its place. This, of course, is neces-
sary because we want to have 100 dif-
ferent numbers in the sample. It is
called sampling without replacement.
(In sampling with replacement each
time a numbered slip was drawn from
the box its number would be recorded;
then the slip would be returned to the
box and the slips would again be mixed
before another slip was drawn. In
sampling with replacement it is obvious
that a given number can appear more
than once in the sample; hence, sam-
pling with replacement is much less
frequently used in practical sampling
work.)

Now let us suppose that the 900 cards '

in the file from which we are sampling
have on them some measure, such as
the age at death of a certain type of
cancer case. The sample is to be used
to obtain a quick estimate of the aver-
age age at death. The formula for the
standard error of estimate of the mean
in simple random sampling without re-
placement is:
4 n

41 -

J/n

om =

in which n and N are the sizes of the
sample and the population respectively,
and o is the standard deviation of the
ages at death of these cancer cases.
The statistic, o, is a measure of the
scatter that sampling theory tells us we
can expect in the means of samples.
Hence, it is a measure of the error that
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can be expected owing to having taken
a sample rather than the entire popula-
tion. It grows smaller as n grows
larger, and it is easily seen that if n
is equal to N (which occurs when the
sample includes every member of the
population), ¢,, becomes equal to zero;
that is, we have no error due to
sampling.

The nature of the statistic o, is such
that if we find the average age at death
of the cancer cases in the sample, which
may be called m, we can obtain the con-
fidence interval for this estimate by
adding and subtracting from m a certain
multiple of o,.* The multiple used
depends upon the chance that we are
willing to take of being off by a given
amount. For example, it will be remem-
bered that the statement of the guaran-
tee in the example, cited earlier, of a
sample survey of school children with
impaired vision, started off as follows:
“The chances are 19 out of 20 that the
4 per cent . . . as estimated from the
sample, does not differ by more than
1.9 per cent . . .”

Another way of stating the same
guarantee would be to say: “The range,
4 per cent minus 1.9 per cent to 4 per
cent plus 1.9 per cent (ie., the range
2.1-5.9), is the range which in 19
samples out of 20 will include the value
that would have been obtained if the
identical test had been given to every
child in the elementary school system.”

When the chance we are willing to ac-
cept of. being off by more than the
stated amount (1.9 per cent in that ex-
ample) is one in 20, we speak of the
confidence interval as a 95 per cent
confidence interval. For this confidence
interval the multiple used with o, is
1.96. For a 99 per cent confidence
interval the multiple used with o,, is

* Sometimes obtaining the confidence interval is mnot
this simple. For example, the confidence interval may
not be symmetrical about the observed value of the
mean. However, this is not a textbook and for more
vigorous statements of theory the reader is referred to
the textbooks listed at the end of the report.



samples out of 100 will include the value
that would be obtained if coverage had
been complete, the multiple used is 2.58.
The multiples to be used with other
confidence intervals can be found in
statistical tables.

Returning now to the example of the
card file of cancer cases, we can say
that the chances are 19 out of 20 that
the mean age at death as estimated
from the sample does not differ by more
than (1.96 X o,,) from the mean age
we would have obtained had we used
every card in the file.

In the formula for ¢, given above,
o refers to the standard deviation of the
ages at death of all the cancer cases in
the file. This we usually would not
know, but it, too, can be estimated from
the sample. So let us suppose that we
estimated the mean age at death from
the sample of 100 cards as 47.8 years
and that we estimated the standard
deviation of ages at death as 7.5 years.
Putting ¢ = 7.5, n = 100, and N = 900
into the formula, we come out with

om = 707
196 om = 1.38572 or about 14.

Thus, from the sample of 100 cards
we estimated the average age at death
as 47.8 years and we feel pretty sure
that, had we computed the average from
all 900 cards, we would not have dif-
fered from the sample estimate by more
than 1.4 years.

In this example we have started with
the assumption that a sample of 100
cards was to be taken, but ordinarily we
might want to use sampling theory in
advance of the sampling to tell us how
much error to expect from a sample of
a given size or, more frequently, to tell
us how big a sample would be needed
to achieve a certain degree of sampling
precision. For this, the same formula
can be used by turning it around so that
it gives n in terms of oy, 0, and N. A
convenient way of writing the formula
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for finding the required size of sample
turns out to be:

t2 o2

t2 o2
e 4 —
N

in which e is the amount of sampling
error we are willing to accept and ¢ is
the multiple of ¢, (1.96, or 2.58 or
some other value from the tables) cor-
responding to the 95 per cent confidence
interval, the 99 per cent confidence in-
terval, or some other confidence inter-
val. Supposing, for example, that we
needed to know the average age at death
of cases in the file to within one year
of age, using a 95 per cent confidence
interval. Then €2 = (1)2 and 2 =
(1.96)2. Putting these into the formula
with ¢2 = (7.5)2 and N = 900, the
result is found to be: n = 174.25 or
about 174.

(Note that the sample would have to
be larger than 100 because we are de-
manding greater precision.)

However, it will be observed that in
finding the required size of sample, we
made use of o, a quantity which was to
have been estimated from the sample.
Obviously, we cannot estimate it from
the sample in advance of sampling. In
fact, in order to estimate the size of
sample required we must have in ad-
vance some knowledge of the variability
of the measure in which we are inter-
ested. In this example the knowledge
might come from another study of a
similar type of cancer, from vital statis-
tics reports, or, if worst came to worst,
from an informed guess on the part
of an expert in this subject matter. It
is because of this need for some ad-
vance estimate, or guess, as to the vari-
ability of the measure, that we have
described this type of information pro-
vided by sampling theory in advance of
sampling as “equally useful but less
specific.”
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The basic principles that have been
reviewed here can be extended to more
complicated types of sampling. By way
of illustration we give only a very gen-
eral description of two of these.

Stratified sampling, a common varia-
tion of simple random sampling intro-
duced in order to obtain more sampling
precision for less money, is sampling in
which the population is first divided up
into more or less homogeneous sub-
groups, or strata. If the number of
members of the population in each of
the strata is known, simple random
sampling can be done independently
in each of the strata and an estimate
of the measure desired, such as the mean
or the proportion having some particu-
lar characteristic, can be obtained for
the entire population by making a
weighted average of the estimates from
the different strata.

For substantial gains in precision
from the use of stratified random sam-
pling, both of the following must hold
true: (1) it must be possible to divide
the population into strata such that the
mean of the measure that we are in-
vestigating, or the proportion having
the particular characteristic, differs
widely from one stratum to another;
and (2) the number of members of the
population in each stratum must be
accurately known. Furthermore, the
gains will not be realized and, in fact,
the precision may actually be lowered
(in comparison with a simple random
sample of the same size) if the sample
is improperly allocated among the
strata. The simplest device for allocating
the sample in stratified random sam-
pling is known as proportional stratified
sampling. This means that the same
fraction of the stratum population is
taken into the sample in each stratum.
Even better methods of allocating the
sample may be found by taking into
account differences in the amount of
variability and in the cost of collecting
the information from one stratum to
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another. These optimum methods, their
limitations, and the situations in which
they are likely to prove valuable are
beyond the scope of this report.

Two other points should be made,
however, before leaving this subject.
First, stratification that may be good
for measuring one characteristi may be
poor for another. Hence, when a sample
is designed to collect information on a
number of points, the sampling statisti-
cian usually sticks to rather a simple
and basic type of stratification. Second,
stratification may be desirable for
reasons other than that of obtaining
a more precise estimate for the entire
population. Sometimes there may be
interest in having separate estimates
for each stratum, or there may be a
different problem of data collection in
one or more strata.

Sampling of clusters or aggregates is
of particular value in surveys of human
populations to save money in reaching
people where they live. In this type
the members of the population that is
sampled are not the units in which we
are ultimately interested but are clusters
or aggregates of those units. For ex-
ample, in sampling the population of a
city a sample of blocks may be selected
and all the households in the sample
blocks may then be included in the
sample. It is apparent that such a
sample involves less traveling than a
simple random sample of households of
the same size. However, a simple ran-
dom sample of households has less
sampling error for most items than a
simple random sample of blocks con-
taining the same number of households;
and, in general, sampling of clusters or
aggregates will almost always be found
to sacrifice something in precision when
compared with samples of smaller units,
the sample size in terms of the smaller
units being the same. Thus, supposing
a city has 20 elementary schools. A
sample of five schools containing 2,400
pupils in all can be expected to be less



precise for characteristics of the pupils
than a random sample of 60 classrooms
containing the same total number of
pupils. The latter will, in turn, be less
precise than a random selection of 2,400
pupils.

It is not necessary, though, to enumer-
ate completely the entire cluster in
sampling of this sort. The members
of the clusters or aggregates selected
in the sample can themselves be sam-
pled. This is known as two-stage
sampling. (In large-scale surveys the
process is sometimes extended to three
or four stages.) In a population sur-
vey of a city, for example, a simple
random sample or a stratified random
sample of blocks is chosen. A list of
all separate households in the sampled
blocks is then made and from this list
a sample of households is obtained.

It may be seen that in a sample in-
volving stratification and more than one
stage, there is a great variety of ways
that the total sample can be divided
up. Such questions arise as: What pro-
portion of the total sample should be
taken from each stratum? How big
a cluster should be taken as the unit
for the first stage of sampling? Should
we take more first-stage sampling units
and fewer second-stage units within
each first-stage unit, or fewer of the
former and more of the latter? These
decisions influence both the cost and
the eventual sampling error of the re-
sults. It is in the selection of the com-
bination that will give the most preci-
sion for a given sum of money, or the
lowest cost for a required degree of
sampling precision, that modern theory
of sampling surveys affords a guide.

Three Illustrations of Sampling
in Practice

In a previous section we have at-
tempted to give some advice on deciding
when to call upon expert assistance.
Here we present three examples selected
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to illustrate sampling jobs for which ex-
pert assistance should not usually be
needed. They are not to be taken as
model procedures, but as representative
of the many instances where a satisfac-
tory sampling job can be done without
resort to complicated sample designs.

1. Sampling from a File—The New
York State Health Department had the
problem of determining what propor-
tion of the birth certificates arriving
at the Office of Vital Statistics in Albany
were on a new birth certificate form
that had been introduced six months
before. Supplies of the old form had
not been withdrawn, so it was known
that until these were exhausted the
forms arriving would be a mixture of
the new and the old. The certificates
for births recorded in a particular
month are numbered and are kept in
numerical order.

In January, 1952, there were 12,910
births recorded. It was decided that 2
per cent of these, or 258 certificates,
would provide a sample of sufficient size
for the accuracy desired. A number
between one and 50 was selected at
random. This number was 27, let us
say. Certificate numbers 27, 77, 127,
177, and so forth, were examined to
determine whether they were on the new
or old form. It was found that 80.6
per cent of the sample were new cer-
tificate forms. This percentage had a
95 per cent confidence interval of 75.6—
85.6 per cent which was sufficiently ac-
curate for the purposes at hand. The
entire job required about an hour,
while examination of all certificates
would have taken at least a full day.?

2. Sampling from a File of Families
—Sometimes files are kept by families,
the information for all members of a
family being recorded on a single card.
In this event, the method in the previous
section can be used if data about the
whole family are wanted. If, however,
a sample of say 400 individuals is de-
sired, it may be advisable to have only



736

one person from a given family. In
this event, the selection of the sample
is not quite so simple. It is not satis-
factory to select 400 cards (i.e., 400
families) and then pick one person at
random from each family. This type
of sample has an overrepresentation of
the smaller families, because a person
who belongs to a family of size one has
10 times as large a chance of being
selected as a person who belongs to a
family of size 10.

If a list of the number of persons
per family is available, one method is
to add these numbers in succession,
making a cumulative list of numbers of
persons. A sample of persons is then
drawn from this list by the method out-
lined in the previous section. Thus, the
sample might consist of individuals
whose members are 35, 135, 235, and
so on in the cumulative list. We must
then locate these individuals on the
family cards to obtain the necessary
information about them.

This method is laborious if the popu-
lation is large and is not feasible unless
a list of the number of persons per
family is already at hand. An alternative
method is to construct this list from a
sample of families. Suppose, for illus-
tration, that the average number of
persons per family is about four and
that the population containg about
12,000 cards, ie., about 48,000 indi-
viduals. A sample of one in 100 (about
480 individuals) is to be drawn. In-
spection of some cards suggests that
relatively few families have more than
nine persons. Since 9/4 is 2.25, we
firt draw a sample consisting of
480 X 225, or 1,080 cards. (The
reason for choosing this size of sample
will be explained presently.) Since
12,000/1,080 is approximately 11, this
sample can be drawn by taking every
11th card by the method given in the
preceding section.

Now we form the cumulative list of
numbers of persons in this sample. Since
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this sample will contain about 4 X 1,080
or 4,320 persons, we obtain the desired
sample of 480 persons by taking every
ninth person in the cumulative list. It
is clear that no family with nine or
fewer members will have more than one
member in this sample. If families with
more than nine persons are present,
some of these will have more than one
member in the final sample. This
should happen only rarely; in order to
avoid it completely, we would have to
make the first sample of cards larger.

3. Sampling of Institutions—A com-
mon problem is to sample a group of
institutions that vary in size. Although
the best method of sampling varies from
case to case, the general principles can
be illustrated from recommendations
made by the Commission on Chronic
Illness for sampling the proprietary
nursing homes in a state so as to obtain
information about type of illness, care
provided, length of stay, etc.’® It is
assumed that each institution must be
visited in order to obtain the informa-
tion, so that the purpose in sampling is
to cut down the travel and time involved
in these visits. There may, of course,
be other reasons for preferring a com-
plete census.

The steps in planning such a sample
might be outlined as follows:

1. Be sure that the definition of a proprie-
tary nursing home is clearly understood.

2. Obtain a list of all proprietary nursing
homes that meet the definition. Some effort
may be required to insure that this list is
complete. :

3. Usually there will be a number of large
institutions that should automatically be in-
cluded in the sample. Make a separate list
of these institutions.

4. Group the remaining institutions into
strata in order to make the sample more
representative with respect to factors that are
considered important. The best factors de-
pend on the kind of data that are being
sought. In the present example, rural-urban
location, highest level of nursing staff, and
bed capacity are suggested.

The remaining institutions are grouped into
two or three classes representing rural-urban



location. Within each class, arrange the in-
stitutions in two or three subgroups (strata)
according to the highest level of nursing staff.
Finally, arrange the institutions within each
subgroup in order of some measure of bed
capacity.

5. Draw a sample from each subgroup
(stratum) by the method outlined in the first
section, taking, say, every third institution in

any stratum, depending on the size of sample .

desired. Since institutions have been ar-
ranged in order of bed capacity within each
stratum, the selection of every third institu-
tion will give a sample in which institutions
of different sizes are represented in about the
same proportion. The different strata are also
represented in the same proportions, so that
the sample has a good distribution on all
three factors introduced into the stratification.

6. In this kind of study it is often advisable
to obtain data about all patients in each in-
stitution that falls in the sample. If this is
done, some care is necessary in combining
data from the large institutions with those
from the remaining institutions, because the
large institutions were deliberately over-
represented in the sample (step 3). A con-
venient procedure for avoiding this complica-
tion, making the sample self-weighting, is to
record data for every third patient in the large
institutions.

"Chunk" Samplmg vs. Probability
Sampling

The word “chunk” is used by some
statisticians to denote a sample the se-
lection of which is dictated primarily by
convenience or by administrative con-
siderations and secondarily because, in
the judgment of the investigators, it ap-
pears to be typical of the population
about which information is needed.
“Chunk” sampling is not probability
sampling as we have described it in the
Introduction. Sometimes it may have
the appearance of probability sampling
hecause after selecting a ‘“chunk” the
investigator goes to great effort to em-
ploy good probability sampling pro-
cedures within the “chunk.”

To illustrate, let us suppose that a
state health department wishes to deter-
mine the magnitude and nature of the
problem of home accidental injuries in
the state. A certain county is selected
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because it is believed by those who
know the state well to be typical of the
living conditions in the state—about
average in urbanization, level of living,
etc. An additional reason for its selec-
tion is that the county has an energetic
county health department, quite well
supplied with nurses who can be called
upon to do some field work. Within
the county a probability sample of areas
is drawn, households are listed for the
sample areas, and a subsample of house-
holds is chosen at random. By means
of interviews with housewives in the
sample households the desired informa-
tion is secured and analyzed. Popula-
tion rates are computed specific for age
and sex and these are multiplied by the
latest estimates of the state population
for the corresponding groups. All goes
well until the question arises: What sort
of confidence interval can be used in
connection with this state estimate?
How far off might it be because we
have interviewed in only 1,500 house-
holds instead of every household in the
state?

At this point there is nothing to be
said except that we do not know. Was
it worth while to go to the trouble of
probability sampling within the county?
We can make statements about the
sampling error of an estimate for the
county, but the real interest lay in ob-
taining some knowledge of the situation
in the state as a whole. A probability
sample of 1,500 households drawn from
the population of households in the
state is very fine to talk about, but in
this case, perhaps, confining the study
to the county “chunk” meant the dif-
ference between a project costing $2,000
and one costing $20,000. (The tenfold
difference is not unreasonable if we
suppose that a great deal of help could
be obtained in the county without extra
cost to the state.) This type of situation
arises very frequently in public health
work of all kinds. What is the answer?
Do we take a “chunk” and trust to our
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imperfect knowledge of the variability
between “chunks” of this sort to decide
how much faith to put in the estimates?
Or do we spend the money for a sample
of the entire population in which we are
interested so that sampling error of
estimates will be “controllable”?

The kind of guidance that the statis-
tician can give in attempting to answer
this question is far from perfect. There
are some deceptive answers that the
statistician can warn against, though
possibly the warning is not needed.
First, it is unrealistic, having selected
a convenient “chunk” for study, to look
for the population of which this
“chunk” can be considered a good
sample. Second, it does not help much
to decide that study of the “chunk” is
to be considered purely preliminary—a
pilot study, unless there is a reasonable
chance that the pilot study will be fol-
lowed up by a more conclusive study
later. The statistician should be the
last to minimize the importance of pilot
studies. Nevertheless, there comes a
time when we have to decide whether to
proceed to a full-scale sampling (or
complete coverage) investigation or
drop the project for lack of funds.
Finally, demonstration that the “chunk”
is similar in many respects to the popu-
lation about which we should like to
generalize may increase our confidence
in the estimate, but it still does not
make it possible to attach a confidence
interval to the estimate. There are in-
stances on record when there appeared
to be excellent agreement in a number
of characteristics between a nonproba-
bility sample and the population from
which it was drawn; yet the confidence
to which this agreement gave rise was
later found to have been misplaced be-
cause the sample and population dif-
fered in one respect, namely, the charac-
teristic the sample was designed to
measure!

About the most that the statistician
can say regarding the advantage of
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probability over “chunk” sampling is
this: The use of probability sampling
will often raise the cost of an investiga-
tion as compared with a study based on
those parts of the population that can
be reached most conveniently, or to
which there is easy access because of the
cooperativeness of some official, or
which combine convenience with an ap-
pearance of representativeness. How-
ever, the additional money is being
spent upon a very valuable commod-
ity—a quantitative statement concern-
ing the limits of error resulting from
sampling. The marketability of the final
product, the likelihood that the results
will be trusted and used, are enhanced
greatly by the addition of that state-
ment. Sometimes the extra cost of do-
ing a probability sampling job is trivial;
sometimes it is completely out of reach.
Whether the additional quality of the
product is worth the additional cost
must finally be decided by the purchaser.
The statistician’s job is to be a wise
agent, presenting as accurately as possi-
ble the comparative costs and as much
data as are available about the variabil-
ity of the quantities to be measured.

CONCLUSION

It has not been possible in this report
to do more than touch upon the prin-
ciples of sampling, the determination
of the sample size necessary to insure
a specified degree of sampling accuracy,
the variety of sampling designs that are
possible, etc. For a thorough treatment
of these subjects the reader is advised
to consult the list of references. A
short time ago an apology would have
had to be made for the fact that discus-
sion of the application of sampling to
surveys and experiments could not be
found in books. The health department
statistician who wished to increase his
knowledge of this branch of statistics in
preparation for a particular job would
have had some difficulty in bringing to-
gether the papers bearing on this sub-



ject. Much of the practical knowledge
had never been put down in writing.
Recently, however, some excellent books
have appeared. The names of several of
these (see references 2, 4, 7, and 8)
and other papers and pamphlets that
may be useful to the public health statis-
tician have been included in the
references.
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