
LETTERS TO THE EDITOR

LIKELIHOOD INFERENCE OF PATERNITY

To the Editor: While hesitating to enter the current debate concerning statisti-
cal approaches to paternity testing, the more general area of likelihood infer-
ence in the estimation of genealogical relationships [1, 2] has some bearing on
the problem. In this context, some of the statistical statements made in the
recent paper by Li and Chakravarti [3] are incorrect and require clarification if
still greater confusion is not to reign. This is not to suggest that the posterior
probability method based only on the fact of nonexclusion, advocated by [3], is
either in error or unwise. Indeed, as discussed by Walker [4], it has merit, and
may be optimal at the current time. However, the discussion of "fallacies"
leading to the conclusion that it is the only possible approach contains several
serious errors.
For convenience and brevity, I shall refer to [3] as L & C, to the penultimate

sentence of their first paragraph as equation (1), to their formula for If,2Igi on p.
811 as equation (2), and to that for Ig7/lfi on p. 812 as equation (3). Further, the
equation for W(3) on p. 815 will be equation (4), and their final recom-
mendation, p, (p. 816), will be equation (5). For clarity, insofar as it is possible,
I shall comply with their notation and number my own equations from (6)
upwards. In equation (1), L & C make two errors, which are the source of their
later difficulties. A likelihood ratio is a ratio of likelihoods, not of probabilities
of paternity, and the L that they discuss relates not to a comparison of individ-
uals (fathers and non-fathers) but to two genealogical hypotheses ("father" and
"unrelated") about a given man. The latter distinction is important and has
implications reaching far beyond paternity testing [5, 6].
On p. 814, L & C correctly state that a likelihood ratio must be of the form

L(H1:Ho) = P(XIH1)/P(XIHo) (6)

for data X and hypotheses HI and Ho. The L of L & C is precisely such a ratio
with X = genetic data on M, C, F; HI = M is mother of C, and F is father of C;
Ho = M is mother of C, and F is unrelated. There can, thus, be no doubt that L
is a likelihood ratio. In that it is often misused and misinterpreted, I would
agree with L & C; but they themselves are not immune to this.
Now L & C discredit L by showing that true fathers give mean values greater

than 1, while "non-fathers" have mean value 1. But this is a trivial and well-
known result for any likelihood ratio:

E(L(Hi:Ho)IHo) = P(XIHI) p(X|HO) dX = II P(XIHo)p(XHHO) dX > 1

1~~~~~~I~~~~~~(7)
E(L(Hi:Ho)IH1) = P(XIH01) ,)dP(XIHO)pXI)dX

285



LETTERS TO THE EDITOR

by an exactly analogous derivation to equation (2). It is not surprising that the
ratio for HI against Ho is higher, on average, if H1 is true than if Ho is so;
likelihood inference would have little validity were this not true.

If log-likelihoods were used, one could go further and show that the log-
likelihood-ratio (or log-likelihood difference) is maximal in expectation for the
true hypothesis: precisely, E(log L(Hi:Ho):H*) is maximal with respect to vari-
ation in H1 for H1 = H* (see, for example [7]).
Thus, the comments of L & C, concerning distributions of L under other

genealogical hypotheses and genetic assumptions (for example, nonexclusion)
also fall within a standard likelihood analysis of the properties of these statis-
tics. A recent study of these properties in the general context of genealogy
reconstruction is given by [8]. L & C also state that by reversing the hypotheses
Ho and HI they reverse the expectation [equation (3)]. Again, it would be
surprising if it did not! The likelihood ratio L(Ho:H1) is the inverse of L(H1:Ho)
and is a ratio for Ho against H1, so must, on average, be larger if Ho is true than
if HI is so [cf. equation (7)]. The ratio glfi in the notation of L & C is the
likelihood for unrelatedness against paternity. The ratio flgi is the ratio for
paternity against unrelatedness.
Now assuming prior probability Po of paternity, and that "nonpaternity" is

equivalent to the hypothesis Ho, Ho, and H1 being the only possibilities, Bayes
theorem gives immediately a posterior probability

P(paternityldata) = Po P(datalHj) (8)
Po P(datalHI) + (1 - Po) P(datalHo) (8

= PW[Po + (I - Po)Y]

where Y = P(datalHo)/P(datalH1)

= L(Ho:Hl) = 1/L . (9)

Note now the parallel between equations (8) and (5), the proposal of L & C.
The "data" assumed by L & C are assumed only to be exclusion/nonexclusion
and, thus, for a nonexcluded individual,

P(datalHI) = 1 (nonexclusion is certain)

P(datalHO) = HIn(l - x) in notation of L & C

and equation (8) becomes equation (5).
The full data, however, consist of the genetic marker types of the three

individuals in question [M, C, and F]. For these data

IP(datalHO) oc H1gi

P(datalHI) HcIIntf
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and Y = 1/H,"L(i) in the notation of L & C. Thus, equation (8) is then equiva-
lent to equation (4) of L & C, ifp0 = 1/2. However, po = 1/2 is not normally an
appropriate prior: use of a po based on population information, such as that
advocated by L & C, is clearly preferable.
Now L & C dismiss the use of equation (4) as being not necessarily mono-

tonic in the tests performed. But consider a man who has, as in the example of
L & C, a very low value of L(4), despite not being excluded as a father by this
test. Then W(4) < W(3). However, by definition, L(4) < 1 simply because the
joint phenotypes of M, C, and F at this locus do indeed arise with lower
probability under hypothesis H1 than under Ho; that is, the relative likelihoods
of paternity and unrelatednessfor this man are decreased by the data, although
he is not excluded. The man might well argue his right to have this valid
quantitative evidence taken into account. The result does not concern the
relative likelihoods relating to any other man. Another man presumably has the
right to request the same test.

In conclusion, equations (8) and (9) [the generalizations of equation (4)]
provide a perfectly valid posterior probability, encompassing more information
than does equation (5). In both cases, appropriate population frequencies are
required, and other relevant information can be encompassed [4]. However,
equation (8) is more sensitive to such items as population frequencies than is
equation (5), and where there is debate as to appropriate values, equation (5)
may be the more robust procedure. Nonetheless, it is not the only candidate,
nor universally optimal.

E. A. THOMPSON
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