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questionnaire that they were HIV posi-
tive, yet their serological tests were neg-
ative. In our 1990 Sydney data, 210 sub-
jects volunteered for HIV-1 testing and
provided elutable blood blots, and 7
(3.3%) were antibody positive according
to Western blot. Six subjects indicated in
the questionnaire that theywere HIV pos-
itiveyet had negative serological tests. Pa-
per-absorbed fingerstick blood blots have
been demonstrated to have accuracy
equivalent to serum samples.4 The num-
ber of respondents who reported them-
selves to be HlV antibody negative but
whose serological tests were positive was
2 in the 1989 sample and 0 in the 1990
sample.

In our analysis of the interviews
(which contained the question, "What do
you think your chance is of catching the
AIDS virus [HIV]?") matched with the
respective questionnaires (which asked,
"Have you ever received a positive test
result?," subsequent to "Have you had
an AIDS [HIVI test?"), we found dis-
crepancies. Of those with negative serol-
ogy tests who reported on the question-
naire that they were HIV positive, 13 of
the 17 in the 1989 data and 3 of the 6 in
1990 had indicated in the interview that
theywere not already infected (one of the
response options to the question about
the chance of contracting HIV).

If those subjects who gave discrep-
ant responses between interview and
questionnaire are reclassified on the basis
of their interview response, the two data
sets give the predictivevalue ofa positive
HIV test as 87% (1989) and 73% (1990),
lower than the values provided by Mc-
Cusker et al. However, we had the op-
portunity to reinterview one of the sub-
jects who reported a positive test result
butwho had a negative serological result.
He indicated that he had understood a
"positive" result to mean a good result,
that is, no evidence of HIV infection, in
the sense of colloquial English rather
than serology. The high number of our
subjects who indicated that they had a
"positive" test result while negative on
serology suggests that this misunder-
standing may be the source of significant
inaccuracy in self-report. Although this is
of uncertain relevance to the results of
McCusker et al (the wording of their
questionswas not reported), researchers'
checks on the understanding ofthe mean-
ing of questions (and, in particular, on the
use of the term "infected with H1V (the
AIDS virus)" rather than "HIV posi-
tive") may eliminate some of these ap-
parent false-positive results. Neverthe-

less from a behavioral and public health
perspective, what is important is per-
ceived HIV serostatus and its impact on
the individual's behavior. El
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We computed the sensitivity, specific-
ity, and positive predictive value of self-
reported human immunodeficiency virus
(HIV) status fomthedataprovidedbyRoss
et al., first for the original self-rports and
then for the reclassified self-reports (Table
1). (Redassification increases the predictive
value and specificity by reducing the num-
ber of false-positives.) The overall positive
predictive value of their reclassified self-
report was 79.4%, which is lower than the
90%o that we reported fron injection drug
users in Massachusetts.' Their overall val-
ues for the sensitivity and specificity of the
reclassifled report are somewhathigherthan
ours: 93.1% vs 81.8% for sensitivity, and
99.5% vs 98.8% for specificity. The main
contnbuting factor in their data's lower pos-
itive predictive value is the lower HIV se-
roprevalence2: 2% vs 12.1% in our study
population.

Ross'scommentsregardingtheword-
ing ofquestions on HIV status are a timely
reminder of the need to carefully pretest
survey questions, as study subjects may
interpret questions differently from the in-
vestigator. O
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Bias in Weighted vs
Unweighted Estimates

In their article "Epidemiologic Stud-
ies Utilizing Surveys: Accounting for the
Sampling Design," Kom and Graubard
disuss when it is preferable to use un-
weighted as opposed to weighted esti-
mates for the analysis of stratified data.'
Their recommendation is based on the rel-
ative inefficiency of weighted estimates.

However, the formula the authors
use to calculate inefficiency of one esti-
mate relative to another assumes thatboth
are unbiased. The general definition of the
relative efficiency of two estimates is
E((Z1 - z)2)/E((z2 - z)2) where z is the
true value of the parameter, and z1 and z2
are two estimations.2 It is equivalent to
(D12 + SE12)/(D22 + SE22), where D1
andD2are the two biases and SE1 and SE2
are the deviations of estimates. It is well
known that unweighted estimates are of-
ten biased even asymptotically, whereas
weighted estimates in many situations are
unbiased.3 However, if, as is usually the
case, SE tends to zero when the sample
size grows, any asymptotically unbiased
estimate is asymptotically more efficient
than any asymptotically biased estimate.
For a sample of fixed size, even if SE for
weighted estimation is bigger than for un-
weighted, the bias of the unweighted es-
timate may be so large that the weighted
estimate turns out to be more efficient.
The authors unwittingly provide an exam-
ple of this in Table 3: the unweighted SE
is 0.79 and the weighted SE is 2.53. The
authors' estimation of relative inefficiency
in this case is 1 - (0.79t2.53)2 = 0.9 (i.e.,
90%o). However, this calculation does not
take into account the bias of the un-
weighted estimate. Accepting that the
weighted (unbiased!) estimation is equal
to the population mean difference, we can
estimate the bias of unweighted analysis
as D = 3.63 - 0.81 = 2.82; and relative
inefficiency according to the general for-
mula then is 1 - (2.822 + 0.792)!

2.532 = - 0.34). The fact that the ineffi-
ciency is negative indicates that the
weighted estimation ismore efficient. This
finding eXplains why, although the SE in-
creases when the weighted as opposed to
the unweighted estimation was used, the
Pvalue decreases from 0.30 to 0.15. (The
authors neglect to mention this decrease
in P value). The bias of the unweighted
estimation proves to be more important
than the increase in SEwith the weighted
estimation. Even when the authors use
"unweighted regressions with means
adjusted formany ofthe variables used in
defining samples weights" (of final note
in Table 3), the estimates ofthe difference
in means and SE of differences are very
close to the unweighted estimates, and
the P remains 0.3. 0

Ilya D. Novikov, PhD
PaulE. Rskin, MD

I}ya Novikov is with the Department of Clinical
Epidemiology, Chaim Sheba Medical Center,
Tel Hashmer, Israel. Paul E. Ruskin is with
the University of Maryland, Baltimore.

Requests for reprints should be sent to
llya Novikov, PhD, Department of Clinical Ep-
idemiology, Chaim Sheba Medical Center, Tel
Hashomer 52621, Israel.

References
1. Korn EL, Graubard BI. Epidemiologic

studies utilizing surveys: accounting for the
samplingdesign.AmJPublicHeakh. 1991;
81:1166-1173.

2. Hays WL, Winkler RL. Statistics: Proba-
biity, Inference, and Decision. Vol 1. New
York, NY: Holt, Rinehart and Winston;
1970:313-315.

3. Dumouchel WH, Duncan. Using sample
weights in multiple regression analyses of
stratified samples. JAm Stat Assoc. 1983;
78:535-543.

Korn and Graubard
Respond

There aremanyissues involved in de-
cidinghow to use the sample weights in an
epidemiologic analysis. As we previously
descnrbed, an important consideration is
that weighted estimators are approxi-
mately unbiased but more variable than
unweighted estimators, which may, or
may not, be biased.1 We suggested calcu-
lating an inefficiency of using the sample
weights when the use ofthe weights was
actually unnecessaryforbias reduction as
a guide: Whenever this inefficiency is
small, we suggested the use of a standard
weighted analysis; we suggested other ap-
proaches when it is not. Novikov and
Ruskin suggest an alternative inefficiency
calculation based on the estimated mean
square errors of the weighted and un-
weighted estimators. (Mean square error
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incorporates both the variability and bias
of the estimator.) This appealing idea is
not new and has been developed in the
survey context in a more sophisticated
manner by Potter.2 The problem with us-
ing this approachwith applications like the
present one is that it is difficult to estimate
the bias of the unweighted estimator with
sufficient accuracy. Reconsidering the
transferrin saturation (%) forwomen dem-
onstrates the point: The unweighted esti-
mator (mean ± SE) is 0.81 ± 0.79 and the
weighted estimator is 3.63 ± 2.53. An es-
timate of the bias of the unweighted esti-
mator is 2.82; but how good is this esti-
mate? As we noted,' trimming one
woman's sample weight to the median
sample weight changed the weighted esti-
mator to 1.35 + 1.16, yielding an esti-
mated bias of 0.54. More fonnally, calcu-
lating the standard error of the estimated
bias (using a jackknife3), we find the esti-
mate is 2.82 ± 2.88. An approximate 90%
confidence interval for the bias is -1.92,
7.56; so an approximate 90o confidence
interval for the mean square inefficiency
suggested by Novikov and Ruskin is from
-8.03 to 0.90. Therefore, we do not find
their inefficiency calculation useful. We
note that there are additional consider-
ations to bias and variance that are rele-
vant to the question ofhow to utilize sam-
ple weights. [
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The Attribution of
Health Problems to
Agng

Regarding Rakowski and Hickey's
paper, "Mortality and the Attribution of
Health Problems to Aging among Older
Adults,"'1 there is an alternative explana-
tion to the authiors' claim that attributing
health problems to aging is a risk factor for
mortality. Attribution was measured as
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