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Summary

The extreme discordant-sib-pair design has been found
to be the most powerful, across most genetic models. In
this paper, we address two of the most frequently asked
questions related to this design. First, under the extreme
discordant-sib-pair design, a large number of people
have to be screened for the phenotype of interest, before
the desired number of discordant sibs can be collected
for genotyping and linkage analysis. When the pheno-
typing cost is not negligible compared with the genotyp-
ing cost, such methods might not be cost effective. The
second question is how sensitive the cost is to the genetic
model and allele frequency. In this paper, we compare
the cost under different sampling strategies, different
genetic models, and different phenotyping:genotyping
cost ratios. Because our knowledge of the underlying
genetic model for a trait is limited, the discordant-sib-
pair design proves to be the most robust. When the cost
for screening probands is not included, the design that
genotypes sibs with one sib in the top 10% and the
other sib in the bottom 30% of the population with
respect to the trait of interest is, across most models
studied, the optimum among the designs considered in
this paper. The cost under this design, across different
genetic models, appears to be relatively robust to allele
frequency and model type, whether additive or domi-
nant. If probands initially must be screened as well, then
25% appears to be the optimal portions of the upper
and lower distributions to be studied.

Introduction

Sib-pair methods are gaining more and more popularity
in the linkage study of complex traits, because of the
relative ease of data collection and the simplicity of data
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analysis. In the context of mapping genes for quantita-
tive traits, linkage analysis often has been applied to sib
pairs constituting a random sample from the population
(Haseman and Elston 1972; Fulker and Cardon 1994;
Kruglyak and Lander 1995). Carey and Williamson
(1991) noted that, by selecting sib pairs on the bais of
probands with extreme values, the sample size required
for detection of linkage can be reduced. The logic of this
latter approach is further supported when one realizes
that, if one is ascertaining such pairs through disease,
one is more likely to obtain individuals and pairs with
extreme values of traits correlated with that disease. Re-
cently, Eaves and Meyer (1994) and Risch and Zhang
(1995, 1996) proposed the use of extreme discordant
sib pairs for mapping quantitative-trait loci in humans,
on the basis of their observation that the extreme discor-
dant-sib-pair design has the greatest power across most
genetic models that they studied. They demonstrated
that the number of extreme discordant sib pairs needed
for detection of linkage is much smaller than the number
of sib pairs selected at random from the population.
Furthermore, Zhang and Risch (1996) noted that the
sample size can be further reduced by using the pheno-
typic information available from parents.

The main motivation of Risch and Zhang’s work was
to reduce the effort and cost of genotyping, because, in
general, genotyping is expensive and time consuming,
especially as regards a whole-genome scan. However,
with the advances in biotechnology, the cost of genotyp-
ing has decreased during the past several years, and the
task of genotyping will not be as formidable as it used
to be. On the other hand, phenotyping can be quite
costly for the study of some traits—for example, formal
measures of insulin resistance (the glucose clamp, insulin
suppression, or intravenous glucose challenge) used in
studying the risk for diabetes, measures of central or
abdominal obesity (computed-tomography or magnetic-
resonance-imaging scan), and imaging methods used in
the study of arteriosclerosis and hypertension (either ul-
trasound assessment of coronary artery thickness or ven-
tricular mass or assessment of coronary calcification)
(King et al. 1992). Under the extreme discordant-sib-
pair design paradigm, a large number of individuals have
to be screened before the desired number of extreme
discordant sib pairs can be selected for genotyping.
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When the phenotyping cost is not inexpensive compared
with the genotyping cost, both kinds of cost need to be
taken into consideration in the planning of a genetic-
linkage study. Although the more extreme the discor-
dant sib pairs are, the more powerful the design is, in
the sense that the number of sib pairs needed to detect
linkage is smaller, it might not be cost effective to use
such very extreme sib pairs. For example, under one
additive model studied by Risch and Zhang (1996), an
estimated 21,441 sibs need to be phenotyped before 342
discordant sib pairs can be identified for detection of
linkage under the top-10%/bottom-10% design,
whereas only 7,481 sibs need to be phenotyped to collect
the desired 673 discordant sib pairs for linkage analysis
under the top-10%/bottom-30% design (see Risch and
Zhang 1996, tables 1 and 4). When phenotyping costs
as much as genotyping, it is apparent that the top-10%/
bottom-30% design apparently costs much less than the
top-10%/bottom-10% design, to achieve the same
power to detect linkage. Although the effect that the
cost of phenotyping, relative to the cost of genotyping,
has on sampling strategy was mentioned by Risch and
Zhang (1995, 1996), no detailed analysis of these con-
siderations was reported.

In the planning of a genetic-linkage study, a certain
power is desired, and the costs of genotyping and pheno-
typing often can be estimated reliably. A design that can
balance the number of people to be phenotyped and the
number of people to be genotyped, in order to minimize
the cost while attaining the desired power, is always
preferable. To address this practical issue, we systemati-
cally studied the effect of the cost of genotyping, relative
to the cost of phenotyping, on the sampling strategy.
Some general recommendations are made after a variety
of genetic models and a range of cost ratios have been
examined. A related question addressed in this paper is
the sensitivity of the cost to the genetic model.

Methods

The genetic model used in the following analysis has
been described by Risch and Zhang (1995). Assume a
locus A with two alleles, A; and A, . The allele frequency
of A; is p, and that of A, is g = 1 — p. Let x;; and x;,
be the observed trait values for the two sibs in the ith
sib pair. The model is

Xig =W+ g1+ e,

Xp =W+ g+ e,

where W is the overall mean, g; is the genetic effect of
locus A, and ¢; is the sum of other genetic and environ-
mental contributions. The g; is 4, d, and —a for individu-
als having genotype A;A;, A1A;, and A,A,, respectively.
Without loss of generality, the variance of e; is assumed
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to be 1. The (e;, e;,) are assumed to follow a bivariate
normal distribution, with the correlation between e;; and
e; being p. The additive and dominance variances from
locus A under this model are 62 = 2pgla — d(p — q)1*
and o = (2pqd)?, respectively. The heritability in the
broad sense is b = 6Z/(c% + 1), where 62 = 62 + G4
We first compare 15 symmetric sampling strategies in
this paper, which fall into TxTx, TxBx, and BxBx
classes; that is, T is the “top” and B is the “bottom” of
the distribution of the quantitative trait of interest.
When the trait is studied because it is associated with a
certain disease, we assume that, without loss of general-
ity, people with higher trait values are more likely to be
affected by the disease associated with the trait. When
the trait is associated with covariates, the top or bottom
portion is defined on the basis of covariate-adjusted trait
values—that is, covariate effects have been removed or
reduced by regression methods. The TxTx represents
the sample design in which both sibs to be genotyped
are in the top x% of the population, with respect to the
trait of interest. The TxBx design is the one with one
sib in the top x% and with the other in the bottom x%.
For the BxBx design, we genotype both those sibs in
the bottom x%. For symmetric designs, the x values
considered are 5, 10, 15, 20, and 25. For example,
TOS5BOS represents the sampling strategy with one sib
in the top 5% of the population and with the other sib
in the bottom 5% of the population. These designs are
called “symmetric” because the same value of x% is
used for both sibs. To generalize further, we also consid-
ered TxTy, TxBy, and BxBy designs, where x and y may
differ. We will discuss the symmetric designs first, and
then we will consider the general TxBy designs. For
asymmetric discordant designs TxBy, the x values con-
sidered are 10 and 20, and the y values considered are
10, 20, 30, 40, and 50. There are several ways to obtain
concordant (TxTx or BxBx) and discordant (TxBx) sib
pairs. In this paper, the probands are ascertained on the
basis of either (1) clinical records with trait values either
in the top x% (TxTx and TxBx) or in the bottom x%
(BxBx) of the population, in which case there is no phe-
notyping cost for obtaining probands, or (2) screening
of a specified population, in which case the identification
of probands might be costly. The sibs of the probands
are phenotyped, to collect concordant or discordant sib
pairs. These concordant or discordant sib pairs then are
genotyped for linkage analysis. In the case of ascertain-
ment on the basis of clinical records, the phenotyping
cost is due to the phenotyping of the probands’ sibs,
because we assume that the probands already have been
phenotyped. For example, in the case of the TOSBOS
design with ascertainment on the basis of clinical re-
cords, the only phenotyping is done in sibs of those
probands who are in the top 5%, and only sib pairs
with the other sib in the bottom 5% are genotyped for
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linkage analysis. On the other hand, when probands are
ascertained through population screening, the pheno-
typing cost at the screening stage must be added into
the total cost.

For a given sampling strategy, TxTx, TxBy, or BxBx,
let Z; be the probability that two sibs in the sample share
i alleles by descent, where i = 0, 1, or 2. The Z; can
be calculated as described by Risch and Zhang (1995).
Define X; as the number of alleles shared (identical) by
descent for the ith sib pair and let X = X, X;/2n. On
the basis of the central limit theorem, X is approximately
normally distributed, with mean t and variance [t(1
— 21) + Z,]/12n, where 1 = Z, + Z,/2. When there is
no linkage, Zo = 1/4,Z, = 1/2,and Z, = 1/4. We assume
that there is no recombination between the marker and
trait locus and that the marker is fully polymorphic.
Although one often-cited advantage of sib-pair methods
is that they make no assumption with regard to the
mode of inheritance, it has been shown that different
test statistics in sib-pair analysis do correspond to “opti-
mal” test statistics under different models (Whittemore
1996). In this paper, we employ the test used by Risch
and Zhang (1995) to test for linkage. This test is de-
signed to test the null hypothesis: T = 1/2. The alterna-
tive hypothesis is either T < 1/2 (for the TxBx design)
or T > 1/2 (for the TxTx or BxBx design). Therefore
the power of a one-sided test against T = 1/2 is

q)<z,1/2 + |t - 1/2|\/2_n>

Vi(l = 21) + Z,

where ® is the cumulative standard normal distribution
function and z, is the upper ath percentile of the stan-
dard normal distribution. The sample size required for
achieving 1 — B power is

1 (Zl_p\/‘c(l -2+ Z, — z,,,/2>2

2 T-12

In this paper, the significance level for the test is set at
o = .001, and the power is set at 1 — § = .8. The level
of o = .001 corresponds approximately to a LOD score
of 2, which, under a whole-genome scan, would give
suggestive evidence for linkage (Lander and Kruglyak
1995).

As mentioned above, it is assumed either that clinical
records are readily available for ascertainment of pro-
bands or that the probands are obtained on the basis of
screening a specified population. The sibs of the pro-
bands then are phenotyped, to yield a selected sample
of sib pairs for genotyping. In the following discussion
we assume that an arbitrarily large number of probands
in the upper or lower tail of the distribution can be
obtained.
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When clinical records are readily available for ascer-
tainment of probands, the cost of the study consists of
two parts: phenotyping of the probands’ sibs and geno-
typing of the selected sib pairs. Without loss of general-
ity, assume that genotyping each person costs 1 unit and
that phenotyping each person costs 7 units, where 7 is
the phenotyping:genotyping cost ratio. Depending on
the specific trait to be phenotyped, the phenotyping cost
can be relatively inexpensive (e.g., height and weight
or simple blood tests), moderately expensive (multiple
blood tests), expensive (provocative testing), or very ex-
pensive (detailed physiological tests and imaging stud-
ies). In this paper, we consider r values of 0.02, 0.0,
0.2, 1, 5, 20, and 50. For example, if genotyping each
marker costs $1, a whole-genome scan using 300 mark-
ers will cost $300 for each individual. Thus, the ’s con-
sidered in such a case correspond to phenotyping costs
of $6, $15, $60, $300, $1,500, $6,000, and $15,000.

Use s to denote the conditional probability that the
sib of the proband satisfies the selection criterion (either
falling in the top x% or bottom x% of the population),
given that the proband is in the top x% or bottom x%
of the population. If the required sample size is #, the
average number of sibs to be screened to get n desired
sib pairs is n/s. As above, use x;; and x;, to denote the
trait values of the proband and of his or her sib, respec-
tively. Conditional probability s can be calculated easily
if we assume that the conditional distribution of x;,
given x;,, denoted as f(x;2|x;), is the same as the con-
ditional distribution of 7y, given y;, denoted as
flyz2|ya), where y, and y; are the trait values of two
sibs selected at random from the general population. The
assumption that f{x;|x;) is the same as f{y,|y;;) means
that, if both a proband identified on the basis of clinical
records and a person in the general population have the
same trait value, then their sibs should have the same
conditional trait distribution. In practice, this can be a
reasonable assumption. For example, HDL levels have
been measured in unselected nuclear families, and correla-
tions have been sought between family members. The sib-
sib HDL-cholesterol levels correlated, with an r of .2-.3,
and parent-child levels also correlated, with an r of .1-.3
(Namboodiri et al 1983). On the basis of the assumption
that the HDL levels for relative pairs have a bivariate
normal distribution, the conditional probability that one
individual is in the top decile (or bottom decile) of the
distribution, given that his or her relative is in the top
decile (or bottom decile), is 14%-23%, for r = .1-.3. In
the Princeton School District Family Study (Laskarzewski
et al. 1982), for 23 probands with bottom-decile HDL
levels, 16% of their relatives had the same phenotype. For
23 probands with top-decile HDL levels, 22% of their
relatives had the same phenotype. These observed propor-
tions agree well with the proportions predicted on the basis
of a bivariate normal distribution.
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To calculate s for the TxTx design, the probability
that both sibs are in the top x percent of the population,
P(TxTx), can be calculated as illustrated by Risch and
Zhang (1995); therefore, s = P(Tx|Tx) = P(TxTx)/
(x%). The calculation of s for the BxBx design is similar.
For the TxBx design, let P(TxBx) denote the probability
that one sib is in the top x% and the other sib in the
bottom x% of the population. Then the conditional
probability that the proband’s sib is in the bottom x%,
given that the proband is in the top x% —P(Bx | Tx)—
is P(TxBx)/(2x%) = P(TxBx)/(2x) X 100. There is a
factor 2 because the order of the two sibs is irrelevant
in the calculation of P(TxBx). Given s, the total cost T,
which consists of the genotyping cost for # sib pairs (2#)
and of the phenotyping cost for screening the probands’
sibs (rn/s), is n(2 + 7/s).

When probands are obtained on the basis of screening
a specified population, the phenotyping cost for the first-
round screening must be included, in addition to the
cost of genotyping selected sib pairs and phenotyping
the probands’ sibs. To have # sib pairs for genotyping
under the TxTx, BxBx, or TxBx design, 7 = n/s individ-
uals are needed for the second-round screening; there-
fore, m/(x%) = 100m/x people must be screened in the
first round. The total cost is T = 2n + ra/s + rm/(x%)
=nl[2 + rls + rl/(sx%)] = n[2 + r/s + 100r/(sx)].

Results

Symmetric Designs

For each ascertainment scenario, based on either clini-
cal records or population screening, the total cost under
each symmetric sampling strategy was evaluated, under
both additive and dominant models, with heritability »
of .05, .10, and .20, gene frequency p of .1, .4, and .8,
and residual correlation p (due to the effects of environ-
ment and other genes) set at 0 or .4. Therefore, within
each model type, additive or dominant, 3 X 3 X 2
= 18 possible combinations of b, p, and p were consid-
ered, resulting in a total of 36 genetic models. The cost
ratio r varied from 0.02, 0.05, 0.2, 1, §, 20, and 50. In
the following, we consider, separately, ascertainment on
the basis of clinical records and ascertainment on the
basis of population screening.

Ascertainment on the basis of clinical records.—For
a cost ratio 7 = 1, table 1 (18 additive models) and table
2 (18 dominant models) present both the best design
among five x values and its associated cost within each
design type: TxTx, TxBx, or BxBx, for each model. It
can be seen from tables 1 and 2 that, under the TxTx
and the BxBx designs, total cost varies considerably.
Sometimes the cost of the TxTx design is an order of
magnitude higher than that of the BxBx design, and
sometimes the cost of the BxBx design is similarly higher
than that of the TxTx design. For the same model type
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(additive or dominant), the same b, and the same resid-
ual correlation p, the cost within the same design can
differ by an order of magnitude, for a different allele
frequency p.

In contrast, the minimal cost under the TxBx design
exhibits very good robustness to the model type, allele
frequency p, and even residual correlation p, with the
exception of the dominant model with a high allele fre-
quency, p = .8. For example, when the heritability from
the locus studied is .1, the cost is ~15,000 units across
all p and p values, under both additive and dominant
models, except under the dominant model with p = .8.
The robustness in terms of the cost of the TxBx design,
with respect to model type and p, can be appreciated
by noting that the sample size and the number of sibs
needed to be screened for a different model type and p
are very similar when b and p are fixed, as demonstrated
in the tables published by Risch and Zhang (1996). It
is interesting that, although the sample size differs by as
much as fivefold and although the x giving the minimal
cost differs for different p, the minimal cost is similar
for p = 0 and p = .4, although the cost when p = 4 is
always slightly less than the cost when p = 0. The x
that gives the lowest cost within the TxBx class, under
models with p = 0, is 5 or 10, whereas the best x under
models with p = .4 is 20. The exception, the dominant
model with high allele frequency p, corresponds to the
case in which the population is a mixture of two normal
distributions, with 96 % of the population from one nor-
mal distribution and 4% from the other distribution.
This special case also was noted by Risch and Zhang
(1996), and it was argued that this case can be identified
a priori by evaluation of the role of dominance variance
for the trait.

Tables 1 and 2 show that, when 7 = 1, the cost under
the TxBx design is always between that of the TxTx
design and that of the BxBx design. This is in contrast
to the results seen when only the genotyping cost is of
concern, in which the sample size of extreme discordant
pairs is the key factor in the determination of the design.
In that case, the TxBx design often results in the smallest
number of sib pairs necessary for genotyping. When
both phenotyping and genotyping costs are considered
and when phenotyping costs are as much as genotyping,
under a given model, the TxBx design is not the most
cost effective. But overall the TxBx design is still the
best design among the three sampling classes. This is so
because, although it is not the one with the lowest cost
compared with the other two alternatives under a given
model, the increase in cost can be justified by the fact
that (1) our knowledge regarding the true genetic model
for the trait of interest is often extremely limited and
(2) as illustrated in tables 1 and 2, the TxBx design
has good robustness properties whereas the other two
designs exhibit great variability.
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Table 1

1215

Optimal Design within Each Sampling Class, TxTx, TxBx, and BxBx, under Additive Models

OPTIMAL DESIGN*

p=0 p=.4
p b =.05 h=21 h=2 h=.05 bh=1 h=.2
T15T15 (193)  T20T20 (73) T25T25 (31) TOSTOS (146)  TOSTOS (59) T15T1S (27)
1 ‘TOSBOS (63) TOSBOS (16)  T10B10 (4) T20B20 (54) T20B20 (14) T15B15 (4)
BOSBOS (20) BOSBOS (4) BO5SBOS (1) BOSBOS (22) BOSBOS (4) BOSBOS (1)
T10T10 (78) TOSTOS (22)  T10T10 (6) TOSTOS (61) TOSTOS (17)  TOSTOS (5)
4 [T05B05 (61) T10B10 (15)  T10B10 (4) T20B20 (52) T20B20 (13)  T20B20 (3)
BOSBOS (54) BOSBOS (14)  BOSBOS (4) BOSBOS (45) BO5SBOS (11)  BOSBOS (3)
TOSTOS (33) TOSTOS (7) TOSTOS (2) TOSTOS (31) TOSTOS (7) TOSTOS (2)
8 ‘TOSBOS (61) T10B10 (15) T10B10 (4) T20B20 (52) T20B20 (13)  T20B20 (3)
B10B10 (122)  B15B15 (40) B15SB1S5 (14) BO5SBOS (92) BOSBOS (31) BOSBOS (12)

NOTE.—The phenotyping:genotyping ratio r is 1.

?Data are x values resulting in the least cost. Data in parentheses are costs (in $1,000s); the cost for

screening of probands is not included.

We also looked into other cost ratios 7 and found
similar patterns—namely, the following: (1) the cost
under the TxTx and the BxBx designs exhibited consid-
erable variation even when only p varies while the other
model parameters remain fixed; and (2) for the same b,
the cost under the TxBx design is very robust under
different models and, on average, is much lower than the
cost under the TxTx and the BxBx designs. As expected,
when 7 = § the optimal x for each design class is the
same as or higher than that when r = 1. This is because
there is a larger fiscal penalty for having too large a
population to screen. The cost under the TxBx design
is still always between the cost under the TxTx design
and that under the BxBx design. When r = .2, the opti-

Table 2

mal x is smaller, since phenotyping costs less. For the
dominant model with p = .4 and p = .4, the cost under
the TxBx design is the smallest among three design
classes, whereas for all other models it is still between
the costs under the other two design classes. Similar
patterns also hold for different significance levels o and
different power B.

Since the TxBx design is more cost effective overall,
the issue of choosing x to minimize the cost while achiev-
ing the desired power was examined. We calculated the
cost for each of the five possible x values, for each of
the 36 models, and for each of the seven phenotyp-
ing:genotyping cost ratios 7. The results are summarized
below.

Optimal Design within Each Sampling Class, TxTx, TxBx, and BxBx, under Dominant Models

OPTIMAL DESIGN?

p=0 p=.4
p bh=.05 h=.1 h=2 bh=.05 h=.1 h=2
T15T1S5 (174) T20T20 (65)  T25T25 (28)  TOSTOS (132) TOSTOS (53)  T15T15 (24)
.1 {TOS5BOS (62) T10B10 (16) T10B10 (4) T20B20 (53) T20B20 (13) T20B20 (3)
BOSBOS (26) BOSBOS (6) BOSBOS (1) BOSBOS (25) BOSBOS (5) BOSBOS (1)
TOSTOS (50) T10T10 (13) T10T10 (4) TOSTOS (41) TOSTOS (10) TOSTOS (3)
4 {T10B10 (61) T10B10 (15) T10B10 (4) T20B20 (52) T20B20 (13) T20B20 (3)
B10B10 (99) B15B15 (32) B20B20 (11) BOSBOS (75) BOSBOS (24) B10B10 (9)
TOSTOS (5) TOSTOS (1) TOSTOS (.2) TOSTOS (7) TOSTOS (1) TOSTOS (.3)
.8 {TO5BOS (75) TOSBOS (22) TOSBOS (7) T15B15 (60) T10B10 (16) T10B10 (5)
B20B20 (787) B25B25 (509) B25B2S (441) BI15B15 (668) B25B25 (401) B25B2S (326)

NOTE.—See footnotes to table 1.
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Under the additive models with residual correlation
p = 0, in general the TO5SB0OS design is the best one
when phenotyping costs are less than genotyping costs.
When phenotyping is more expensive, the best design is
T10B10. For the higher heritability value » = .2, the
T10B10 design outperforms the TOSBOS design even
when phenotyping is somewhat less expensive.

For the additive models with correlation p = .4, the
T20B20 design is the best for all nine models studied,
when phenotyping is more expensive than genotyping.
The T15B15 design is the best when the phenotyp-
ing:genotyping cost ratio 7 is .05—1. When phenotyping
is much cheaper than genotyping (r = .02-.05), the
T10B10 design is the best.

For the dominant models with residual correlation p
= 0, the TO5BOS design dominates other designs, for all
cost ratios r considered, when the allele frequency p is
.8. For other allele frequencies, in general the TO5B0S
design is optimal when phenotyping costs less than geno-
typing, and the T10B10 design is the best when pheno-
typing costs more.

For the dominant models with correlation p = .4,
when p = .1 and .4 the T20B20 design is the best when
phenotyping is more expensive, the T15B15 design is
the best when the phenotyping:genotyping cost ratio is
moderate, and the T10B10 design is the best when phe-
notyping is much cheaper than genotyping; when p = .8,
the best design is T10B10, for most cost ratios, except
when phenotyping is much cheaper than genotyping, in
which case the TOSBOS design is the best.

For the models examined, residual correlation p plays
a more important role than heritability b, allele fre-
quency p, and model type (additive or dominant), in
determining the optimal sampling strategy, except in the
case of the dominant model with high allele frequency.
When the cost of phenotyping is approximately the same
as or more than genotyping, the best design overall is
T10B10 when p is 0 and T20B20 when p is .4. Because,
for most quantitative traits under linkage study, the
overall heritability » (from all genes) is .1-.5, and be-
cause no major genes are expected to contribute more
than half of the total variation, models with p = .4
might be closer to reality than are models with p
= 0. Therefore, results for p = .4 are of more practical
relevance. In these cases, the T15B15 or T20B20 design
is most cost effective when the phenotyping cost is
=20% of the genotyping cost; and the T15B15 design
is most cost effective otherwise, unless phenotyping is
much cheaper than genotyping, in which case the best
design is T10B10. For the models considered, the cost
varies only a little for the same design, for models with
the same b and p values.

Ascertainment on the basis of population screening.—
When clinical records are not readily accessible, a speci-
fied population has to be phenotyped for identification
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of probands; for example, for the T10T10 design, only
the top 10% of the individuals in the initial population
will enter into the next stage of the genetic-linkage study.
This will add considerably more cost to the study, espe-
cially when the phenotyping cost is expensive.

For r = 1, as expected, the optimal x for each design
is larger when the phenotyping cost for the initial popu-
lation is taken into account than when such phenotyping
cost is not included. Most optimal x’s are 20 or 25.
The TxTx and BxBx designs still exhibit considerable
variation for different allele frequencies, when other
model parameters are fixed. The minimal cost under the
TxBx design is robust with respect to allele frequency
and model type, but it does differ for different p values.
When p = 0, the cost under the TxBx design still falls
between the cost under the TxTx design and that under
the BxBx design. When p = .4, the cost under the TxBx
design is the minimal one among three types of designs,
for more than half of the models examined. The general
patterns for other cost ratios are the same as those for
r=1.

As for the previous ascertainment scheme, we studied
the optimal x under the TxBx design, for each genetic
model and each phenotyping:genotyping cost ratio.
Compared with the optimal x when clinical records are
readily accessible, the optimal x in this case is more
consistent for different cost ratios. The residual correla-
tion p also plays an important role in determining the
best x. When p = .4, the T25B25 design is the optimal
one unless phenotyping costs much less than genotyping.
When p = 0, under most models the T25B25 design is
the optimal one when phenotyping costs more, and the
T20B20 design is the optimal one when the phenotyp-
ing:genotyping cost ratio is .1-1. As mentioned above,
because models with p = .4 might be closer to reality
than are models with p = 0, the T25B25 design for x
varying from 5, 10, 15, 20, to 25 seems to be the optimal
one when probands have to be identified through screen-
ing of a defined population. For illustration, the relative
costs for nine additive models with p = .4 are plotted
in figure 1. In figure 1, the cost under the T25B25 design
is used as the baseline cost, and the costs under other
designs—x = 5, 10, 15, and 20—are shown as the ratio
between the cost of the TxBx design and that of the
T25B25 design. The costs for the same design are similar
for additive and dominant models with the same » and
p values, regardless of the allele frequency p.

Asymmetric Designs

As noted in the discussion of symmetric designs, con-
cordant designs (TxTx or BxBx) exhibit considerable
variation. In this section, we consider asymmetric dis-
cordant designs (TxBy). The x value was chosen as either
10 or 20, and the y value was varied from 10, 20, 30,
40, to 50, to cover a wide range of possibilities. The
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Figure 1 Relative costs among different TxBx designs, for nine additive models with residual correlation p = .4, when the phenotyping

cost for screening of probands is included—that is, probands are ascertained on the basis of population screening. The nine (3 X 3) panels
corresponding to nine models are arranged as follows: three rows, from top to bottom, correspond to three heritabilites—b = .05, .1, and
.2, respectively—three columns, from left to right, correspond to three allele frequencies—p = .1, .4, and .8, respectively. For example, the
model for the panel in the middle (row 2, column 2) has b = .1 and p = .4. For each plot, the X-axis is the log;, of the phenotyping:genotyping
cost ratio. The Y-axis is the relative cost under the TxBx design, compared with that under the T25B25 design. The five curves correspond to
x =5, 10, 15, 20, and 25: TO5BOS (---), T10B10 (- - -), T15B15 (— — —), T20B20 (—— — —), and T25B25 (————— ).

same 18 additive models and 18 dominant models were
studied. As before, we separately considered ascertain-
ment on the basis of clinical records and ascertainment
on the basis of population screening.

Ascertainment on the basis of clinical records.—For
a cost ratio r = 1, table 3 (additive models) and table 4
(dominant models) present the optimal design and its
associated cost for symmetric designs (TxBx) and for
asymmetric designs of different x values—that is, the
T10By and the T20By designs. When p = .1 or .4, for
the same b, p, and p, the optimal y’s for the T10By and
T20By designs are similar. The minimal cost under the
T10By design is always smaller than the minimal cost
under the T20By design, for all 36 models considered.

Therefore, the T10By design is more cost effective than
the T20By design, when = 1. Comparison between the
T10By design with the symmetric TxBx design, in tables
3 and 4, shows that the T10By design is more cost effec-
tive than the TxBx design, except in the dominant mod-
els with high p values. Unlike the case for the TxBx
designs, where the minimal costs are similar between
models with the same b values and different p values,
the minimal cost under the model with p can be half of
the minimal cost under the model with p = 0.
Examination of other cost ratios shows that, for most
models, the minimal cost under the T10By designs is
less than the minimal costs under the TxBx and T20By
designs, when r > .2. The models under which excep-
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Table 3
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Optimal Design within Each Sampling Class, T10By, TxBx, and T20By, under Additive Models

OPTIMAL DESIGN?

p=0 p=.4
P h=.05 h=.1 h=.2 bh = .05 h=.1 h=2
T10B30 (48) T10B30 (11) T10B40 (2) T10B40 (26) T10B40 (6) T10BSO0 (1)
1 TOS5BOS (63) TOSBOS (16) T10B10 (4) T20B20 (54) T20B20 (14) T15B1S (4)
T20B30 (91) T20B30 (22) T20B30 (5) T20B30 (46) T20B40 (11) T20B40 (3)
T10B20 (53) T10B20 (13) T10B20 (3) T10B40 (32) T10B40 (8) T10B40 (2)
4 TOSBOS (61) T10B10 (15) T10B10 (4) T20B20 (52) T20B20 (13) T20B20 (3)
T20B20 (86) T20B20 (20) T20B20 (S5) T20B30 (47) T20B30 (12) T20B30 (3)
T10B10 (62) T10B10 (15) T10B10 (4) T10B30 (38) T10B30 (10) T10B30 (3)
8 TOSBOS (61) T10B10 (15) T10B10 (4) T20B20 (52) T20B20 (13) T20B20 (3)
T20B10 (88) T20B10 (21) T20B10 (5) T20B30 (52) T20B20 (13) T20B20 (3)

NoOTE.—The phenotyping:genotyping ratio 7 is 1.

2 Data are x and y values resulting in the least cost. Data in parentheses are costs (in $1,000s); the cost

for screening of probands is not included.

tions occur are dominant models with p = .8. This case
can be identified a priori by evaluating the role of domi-
nance variance for the trait, as was done in the discus-
sion of symmetric designs.

Because the T10By design is more cost effective over-
all, we studied which choice of y would minimize the
cost. The cost for each of the five possible y values, each
of the 36 models, and each of the seven phenotyp-
ing:genotyping cost ratios r was calculated. The results
for the 9 additive models with p = .4 are presented in
figure 2, and the results for the other 27 models are
summarized below.

In figure 2, the cost under the T10B30 design is used
as the baseline cost, and the costs under other designs—

Table 4

y = 10, 20, 40, and 50—are shown as the ratio between
the cost of the T10By design and that of the T10B30
design. It can be seen that, under the additive models
with residual correlation p = .4, the T10B30 design is
either the best one or very close to the best one, when
the phenotyping:genotyping cost ratio r = .2. When the
cost ratio r is <.2, a smaller y is preferred, either 10 or
20. Recall that a cost ratio r of .2 corresponds approxi-
mately to a phenotyping cost of $60, probably too mod-
est for most situations. Therefore, in most linkage-study
settings, the T10B30 design is optimally cost effective.

For the additive models with correlation p = 0, the
T10B30 design is either the best or close to the best,
for all nine models studied, when phenotyping is more

Optimal Design within Each Sampling Class, T10By, TxBx, and T20By, under Dominant Models

OPTIMAL DESIGN?*

p=0 p=.4
P h=.05 h=.1 h=.2 h=.05 h=.1 h=2
T10B30 (48) T10B30 (11) T10B40 (2) T10B40 (26) T10B40 (6) T10BSO (1)
1 {TOSBOS (62) T10B10 (16) T10B10 (4) T20B20 (53)  T20B20 (13) T20B20 (3)
T20B30 (88)  T20B30 (21) T20B40 (5) T20B30 (46) T20B40 (11) T20B40 (3)
T10B20 (58) T10B20 (14) T10B20 (3) T10B30 (36) T10B30 (9) T10B30 (2)
4 [TIOBIO (61)  T10B10 (15) T10B10 (4) T20B20 (52) T20B20 (13) T20B20 (3)
T20B20 (84) T20B20 (20)  T20B20 (4) T20B30 (50)  T20B30 (12) T20B30 (3)
T10B10 (90) T10B10 (31) T10B10 (13)  T10B20 (59) T10B10 (16)  T10B10 (5)
8 [TOSBOS (75)  TOSBOS (22) TOSBOS (7) T15B15 (60) T10B10 (16) T10B10 (5)
T20B10 (99) T20B10 (31) T20B10 (13)  T20B10 (62) T20B10 (16) T20B10 (5)

NOTE.—See footnotes to table 3.
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Figure 2 Relative costs among different T10By designs, for nine additive models with residual correlation p = .4, when the phenotyping

cost for screening of probands is not included—that is, probands are ascertained on the basis of clinical records. The nine (3 X 3) panels
corresponding to nine models are arranged as are the panels in figure 1. For each plot, the X-axis is the log;o of the phenotyping:genotyping
cost ratio. The Y-axis is the relative cost under the T10By design, compared with that under the T10B30 design. The five curves correspond
to y = 10, 20, 30, 40, and 50: T10B10 (- - -), T10B20 (- - -), T10B30 (— — —), T10B40 (— — —), and T10B50 (———).

expensive than genotyping. The T10B10 design is the
best overall when the phenotyping:genotyping cost ratio

ris <1.

For the dominant models with residual correlation p
= 0, the T10B10 design dominates other designs, for all
cost ratios considered, when the allele frequency p is .8.
For other allele frequencies, in general the T10B20 de-
sign is either the optimal one or close to the optimal one
when phenotyping costs =.2 of the cost of genotyping,
and the T10B10 design is the best otherwise. For these
nine models, although overall the T10B30 design does
not perform as well as the T10B20 design, the costs
under these two designs are rather similar.

For the dominant models with correlation p = .4 and
p = .1, the T10B40 design is the best overall when
phenotyping is more expensive, and the T10B30 design

is the best when phenotyping costs less than genotyping.
When p = .4 and p = .4, in most cases the T10B30

design is best when the phenotyping:genotyping cost ra-

tio r is =.2, and the T10B20 is the best otherwise. When
p = .8, the best design is T10B10, for most cost ratios.

In summary, among the T10By, T20By, and TxBx
designs, when clinical records are readily available, the
T10By designs outperform the T20By and TxBx designs.
Overall, when the phenotyping:genotyping cost ratio r
is =.2—that is, phenotyping costs ~=$60—if there is
a single design that we must choose, it should be the
T10B30 design. This design and the T10B10 design were

discussed in detail by Risch and Zhang (1996). The costs

for the T10B30 design is not as robust as the cost for
symmetric designs. The higher the p, the more the design
will cost. For the same b, p, and p, the costs are very
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similar for additive and dominant models, except when
pis.8.

Ascertainment on the basis of population screening.—
As for symmetric designs, the total cost is considerably
more when probands have to be identified on the basis of
population screening. When all 36 models are examined,
with seven cost ratios, among the T10By, T20By, and
TxBx designs, the best design in the T10By class is the
most cost effective when p = .1, the best design in the
TxBx class is the most cost effective when p = .4, and
the best design in the T20By class is the most cost effec-
tive when p = .8, for all cost ratios. For most models,
the minimal costs under the TxBx designs are similar to
the minimal costs under the T20By designs, when p = .8.
Because it is not known a priori that the allele frequency
p is low, symmetric designs, TxBx, are better overall
than the other two (T10By and T20By) designs. There-
fore, we come to the same general conclusions as were
reached above, in the discussion of the symmetric de-
signs for ascertainment on the basis of population
screening—that is, the T25B25 design is the optimal
one under most situations.

Discussion

In this paper, we have studied the effect of the pheno-
typing:genotyping cost ratio on the sampling strategy
when sib pairs are used to map quantitative-trait loci.
Risch and Zhang (1995, 1996) showed that extreme
discordant-sib-pair design is the most powerful design
for most genetic models examined. But a large number
of individuals might have to be screened in order to
obtain a given number of sib pairs for linkage analysis
under this study design. When the phenotyping cost is
not inexpensive compared with the genotyping cost, re-
sources have to be properly allocated for genotyping
and phenotyping, to make the overall design maximally
cost effective.

Thirty-six genetic models have been studied in this
paper. For both ascertainment through clinical records
and ascertainment through population screening, the
cost was calculated for 15 symmetric sampling strategies
and for phenotyping:genotyping cost ratios, under each
genetic model. It was found that both the TxTx and
BxBx designs, in which, with respect to the trait of inter-
est, both sibs to be phenotyped are either in the top x%
(TxTx) or the bottom x% (BxBx) of the population,
have great variability in cost when only the allele fre-
quency p is varied while other model parameters remain
fixed. This makes the planning of a genetic-linkage study
difficult, because allele frequency is often unknown be-
fore linkage analysis is performed. On the other hand,
the minimal cost under the TxBx design, in which one
sib is in the top x% and the other sib is in the bottom
x% of the population, shows very good robustness

Am. ]J. Hum. Genet. 60:1211-1221, 1997

against both model type (additive or dominant) and al-
lele frequency. This cost is also robust to residual corre-
lation for the same heritability, when ascertainment is
performed on the basis of clinical records. This ro-
bustness comes as a nice and unexpected property of the
TxBx design under this ascertainment scheme, because,
although, for different residual correlations, the sample
size necessary for detection of linkage does vary by sev-
eral fold, after the phenotyping cost is taken into ac-
count, the total cost remains approximately the same,
although the optimal x often differs. The only exception
is when the genetic model is dominant with high allele
frequency, in which case the population consists of two
normal distributions, with >95% of the population
from one distribution. Although the TxBx design is not
always the one with the lowest cost under each model,
the cost is not very far from that of the best design and,
on average, is much smaller than the cost under either
the TxTx design or the BxBx design. Therefore the TxBx
design stands out as the best choice among the TxTx,
TxBx, and BxBx designs, when the total linkage-study
cost is considered.

General TxBy designs, where x and y may differ,
also were considered in order to find the discordant
design with the minimal cost. (1) For ascertainment on
the basis of clinical records, under the models studied,
symmetric designs (TxBx) and the T20By designs are
inferior to the T10By designs. When the phenotyp-
ing:genotyping cost ratio is =.2, the T10B30 design
appears to be the most cost effective for most models.
(2) For ascertainment on the basis of phenotyping of
a specified population, to obtain the probands, sym-
metric designs, in general, perform better than the
T10By and T20By designs. When the residual correla-
tion p = 0.4, the optimal design is T25B25. When p
= 0, the best design is T25B25 when phenotyping costs
more and is T20B20 when the phenotyping:genotyping
cost ratio is .1-1. Because, for most models, the cost
ratio under the T20B20 design and the T25B25 design
is very close to 1, in practice both designs can be con-
sidered.

The statistical test used here is for the null hypothesis
that the average allele sharing by descent is 1/2. There
is evidence that other tests may be more powerful (H.
Zhao and H. Zhang, unpublished data). When a more
powerful test is employed in the linkage analysis, the
required sample size can be reduced. For simplicity,
these more powerful tests have not been considered in
this paper. Therefore, the cost figures in this paper are
somewhat conservative, in that the sample size may be
able to be reduced further, thus saving costs by em-
ploying more powerful tests.

For symmetric designs, the largest x studied in this
paper is 25. For the TxBx design, when the cost under
the T25B2S design is smaller than that under the
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T20B20 design, the ratio is close to 1, for most cases;
that is, the two designs will cost approximately the same.
Therefore, a larger x was not considered in this paper,
because a larger x will not lead to large cost savings for
a genetic-linkage study.

We have assumed that there is no recombination be-
tween the marker and trait locus and that the marker is
fully polymorphic. There are easy ways to adjust the
sample size when the recombination fraction is not 0
and when markers are not fully polymorphic (Risch and
Zhang 1996). This will increase the cost but will not
change our general conclusions regarding the sampling
strategy. The significance level considered in this paper
is .001, which approximately corresponds to suggestive
linkage in a whole-genome scan. Other significance lev-
els, o = .01 and a = .0001, also were studied, and they
yielded essentially the same results.

It is very common for several traits to be analyzed
simultaneously in a single genetic study. If we apply
the above-recommended sampling strategy to each trait,
some sib pairs might be genotyped in the study of one
trait, whereas other sib pairs in the sample might be
used for the study of another trait. If, for each trait,
the TxBy design is used, then, as the number of traits
increases, more and more sib pairs would have to be
genotyped. Apparently the best strategy will no longer
be the same, and this will depend on how these traits
are related. We will be addressing this issue in a future
study.
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