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Appendix 
 
Derivation of KCNQ1 and IKs Models  
 
Activation 
 
This section describes the rationale for the model structure; it follows model 
development for the Shaker K+ channel by Zagotta, Hoshi and Aldrich 1. 
 
The transition between two energetic states of a channel can be modeled as 
following: 
 
R Aα

β
 

 
Assuming that the rates are exponentially dependent on voltage, they are 
described by these equations. 
 

 
The model describes two transitions for each of four voltage sensors.  If a single 
transition for a single voltage sensor is R Aα

β
, then the following describes 

two transitions for a single voltage sensor.  R1 and R2 are resting positions; A is 
the activated position. 
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 and  (ms) are the transition rates when V 0 mV.
 and z  (C) are the equivalent charge movements during the state transition.
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This presentation can be extended to four voltage sensors as in Zagotta et al (1.  
The channel is open when all four voltage sensors are in the activated position. 
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Since each voltage sensor is assumed to move independently, the open 

probability is the occupancy in A to the fourth power (A4). These transitions can 
also be described by a fifteen closed-state Markov model (for each permutation 
of voltage sensor positions described below), which should be used when there 
are transitions that depend on open state occupancy.  The presence of 
transitions that depend on open-state occupancy makes the activation transitions 
dependent on each other, not allowing the simplification of A4 that applies only to 
independent transitions.   The Markov representation is used in the models of IKs 
and KCNQ1 and accounts for C1 thru C15 as shown in Figure 1 of the paper.  
Each closed state represents a permutation of voltage sensor positions.  For 
example, C1 is the energetic state where all four sensors are in R1.  The 
transition rate from C1 to C2, where one sensor is in R2 and three sensors are in 
R1, is 4·α since movement of any one of four sensors from R1 to R2 can change 
the channel state from C1 to C2.  The transition from C2 to C6 has the rate γ 
because only one sensor can transition from R2 to A.  When all four sensors are 
in the activated position C15, the channel is able to transition to the open state. 

The large number of transitions before opening generates a delay before 
activation, while the symmetry of the model (four identical voltage sensors) 
requires only four transition rates to describe the process. 

Koren et al 2 have described a voltage-independent transition before the 
open state for RCK1, as revealed by pulses to highly negative potentials that do 
not increase the rate of deactivation.  Unpublished data (J. Cui) suggest that 
such a voltage-independent transition exists also for IKs and KCNQ1.  The final 
model of activation is shown below.  Experiments were best fit with a voltage-
independent transition into the open state and a voltage-dependent transition in 
the reverse direction, from the open to closed state. 
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Open State Transitions 
 

KCNQ1 channels show a delay before inactivation as well as varying rates 
of deactivation that depend on pulse duration (Figure 2E and 2F in paper).  
Experiments show that the minimal number of open states is two, based on the 
delay and varying rates of deactivation 3,4.  However, to account quantitatively for 
deactivation rate as well as delay, five open states were necessary.  These 
states could possibly account for four independent transitions of the channel 
subunits after the channel is open, as shown below.  The transition rates are 
analogous to the activation transition rates. 
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Even with the additional open states a sufficient delay was not achieved.  

To increase the delay, negative cooperativity was introduced in the model.  This 
was accomplished, as in Zagotta, Hoshi and Aldrich 1, by  
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In Figure 1 of the paper, these transitions are abbreviated as: 
 

1 1,   n n
n nx xψ ωψ ψ ω ω− −= ⋅ = ⋅  

 
 The IKs model closely resembles the KCNQ1 model with fifteen closed 
states that are derived from the theory described above.  However, IKs has fewer 
open state transitions (only two open states) and no inactivation.  Experimental 
evidence, described below, provides some indication of the difference between 
KCNQ1 and IKs open state transitions and the nature of inactivation. 

KCNQ1 open states show differential block depending on pulse duration 
when probed by sodium 5, indicating earlier and later open states.  This 
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differential block is not observed in heteromeric IKs channels, suggesting that 
multiple open states are not present.  However, probing IKs channels with 
rubidium results in sigmoidal deactivation 6, which indicates at least two open 
states.  One way to reconcile these results is to assume that the transition from 
the first open state to the second open state is relatively rapid.  Under these 
conditions, the first open state would not be detected by sodium block, because 
the transition would be too rapid to be seen experimentally; however, sigmoidal 
deactivation would still be possible.  Our IKs model is derived from macroscopic 
data that indicate a faster transition into the open state and slower deactivation, 
and requires two open states to reproduce steady-state current.  The transition 
rate between O1 and O2 in our model is relatively rapid (τ<<200 ms) and would 
not have been detected by the sodium block experiments.  Thus the model is in 
agreement with the hypothesis put forward by Pusch et al 5 to reconcile rubidium 
and sodium block experiments. 

Pusch et al 6 have also observed that a flickery block is responsible for 
KCNQ1 inactivation.  This flickery block affects all channel states, but is 
facilitated when the channel enters a later open state (farther from the closed 
state; 7.  During a depolarizing pulse channels enter the later open state, allowing 
more inactivation 6,7.  Our model only allows inactivation from a single open state.  
Flickery block from other channel states is accounted for by introducing a lower 
macroscopic conductance in our simulations. 
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Fitting Model Parameters 
 

Simulated KCNQ1 activation was compared to biexponential fits (equation 
below) to experimental current traces at different voltages provided by M. 
Sanguinetti.   

 1 2
1 2

exp expActivation
t tI A A
τ τ
⎛ ⎞ ⎛ ⎞

= ⋅ + ⋅⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

Where A1 and A2 are the amplitudes of the exponentials and τ1 and τ2 are the 
time constants for activation.   
 
Channels were assumed to be closed at -80 mV; therefore instantaneous (leak) 
current was subtracted so that there was no current at time zero.  Deactivation 
(IDeactivation) at -70 mV was fit to data reconstructed from published 4 mean values 
of steady-state inactivation, recovery from inactivation, activation and time 
constant of deactivation according to the following equation:   
 

( ) exp ( ) expDeactivation m m
Deactivation Recovery

t tI Activation V Inactivation V
τ τ

⎛ ⎞ ⎛ ⎞
= ⋅ − − ⋅ −⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠  

Where: 
 Activation is the percentage of channels open at Vm (-70 mV).  
 t is time (ms). 
 τDeactivation is the time constant of deactivation. 
 Inactivation is the percentage of channels inactivated at Vm (-70 mV). 
 τRecovery is the time constant for recovery from inactivation. 
 
Simulated time constants of inactivation and deactivation were measured by 
fitting exponentials with the Nelder-Mead simplex algorithm8.  Peak current in the 
triple pulse protocol was normalized to steady-state current at 40 mV. 
 In KCNQ1 experiments, relative inactivation is used to measure the 
percentage of activated channels that become inactivated.  This measurement is 
especially useful for KCNQ1 because channels only partially inactivate.  Relative 
inactivation is measured at the beginning of the tail current as 1-x/y, where x is 
initial tail current and y is extrapolated current (found by fitting a single 
exponential to tail current).  The extrapolated current measures what the tail 
current would be if no channels were inactivated during the depolarizing pulse.  

In our simulations (shown in Figure 2E in the paper), x corresponds to 
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inactivation using the model is 
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occupancy to sum of open state and inactivated state occupancy. 
Oocyte experiments by Tristani-Firouzi and Sanguinetti 4 isolate various 

channel properties, allowing specific transitions to be fit.  Activation current traces 
at many different potentials (Figure 2A, in the paper) constrain the parameters 
describing the closed-state forward transition rates α, γ and the voltage-
independent transition, θ.  The two time constants of activation described in the 
results section of the paper (fast and slow) each have an associated weight that 
is determined by the closed-state occupancy at rest, which in turn is governed by 
the magnitude of the forward rate relative to the magnitude of the reverse rate at 
the resting potential.  Thus, the steady-state occupancy of the closed states at 
rest constrains β and δ at negative potentials.  The voltage dependence and 
magnitude of λ are determined by the time constant of inactivation at different 
voltages (Figure 2C and 2D, of the paper).  Finally, the peak current, which 
reflects the steady-state inactivation during the depolarizing pulse, constrains the 
value of µ at positive potential, while at negative potential it is constrained by the 
rate of recovery from inactivation (hook, Figure 2A of the paper). 

Similar to KCNQ1, published IKs current traces were fit with biexponentials, 
leak current was subtracted, and steady-state values were normalized to 
experimental average.  The fitting procedure relies on experiments that display 
the important channel properties including the time-course of activation (including 
delay), steady-state current-voltage relationship, rate of deactivation and 
accumulation during pacing.  The forward rate transitions, α and γ, were 
constrained by activation current traces to different potentials.  The closed state 
occupancy that determines the delay before activation, constrains β and δ as in 
KCNQ1.   These transitions also affect IKs accumulation during pacing, which is 
within the experimental range (see results section in paper).  Deactivation was 
also included in the optimization and constrains the reverse open state 
transitions, η and ω.  These transitions and the forward state transitions, θ and ψ, 
are also affected by the steady-state I-V relationship.   The predictive ability of 
the model was verified by its ability to reproduce AP morphology, APD rate-
dependent adaptation over the entire range of physiological frequencies, and 
frequency independent APD prolongation with a drug model that uses an 
experimentally measured off-rate 9. 

Parameters for both KCNQ1 and IKs models were estimated using the 
Nelder-Mead simplex algorithm 8 and Asynchronous Parallel Pattern Search 10.  
Optimization and simulations were performed on a cluster with fifty-two 2.8 GHz 
Intel Xeon processors.   
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Action Potential Simulations 

For AP simulations, sets of differential equations describing the IKs, IKr, and 
INa Markov models were solved using a 4th order Rosenbrock method with 
Shampine parameters 11.  All variables were scaled to a maximum probability of 
1 and absolute error was set not to exceed 10-6.  The maximum step size was 
limited to 0.1 ms and was decreased to 0.01 before the stimulus.  The Markov 
model requiring the smallest step determined the time step used to solve all 
equations.  Calcium dynamics, pumps, exchangers, and background currents are 
from the LRd model 12-14 available at http://rudylab.wustl.edu. 

Extracellular concentrations were set to [Na+]o=136 mM, [K+]o=5.4 mM, 
and [Ca2+]o=2 mM, while intracellular concentrations varied dynamically.  
Temperature was always set to 37 ºC to match experimental conditions in Bosch 
et al15, with the exception of KCNQ1 channels, which were simulated at 23 ºC 
because sufficient body temperature data were not available.  These 
concentrations and temperature were maintained for all simulations to allow for 
comparison.  Cells were kept quiescent for 10 min to achieve steady-state resting 
conditions before all protocols. 

Action potential duration (APD) was measured at 90% repolarization to 
Vrest (recorded immediately before stimulus) from peak Vm with time zero at 
dVm/dtmax.  The stimulus applied was -80 µA/µF for 0.5 ms. 16 
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Guinea Pig IKs Rates (ms-1) 
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Human IKs Rates (ms-1) 
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Guinea Pig IKr (Rapid Delayed Rectifier) Model  
 
 A previous Markov model of guinea pig IKr 

17 was updated. Simulations 
generated by the revised model are compared to the current-voltage relationship 
(Figure A1-A), activation (Figure A1-B), and rectification (Figure A1-C) 
measured by Sanguinetti and Jurkiewicz 18.  Current-voltage relationship was 
measured at the end of a 550 ms pulse to various potentials and activation was 
the sum of the occupancy in the open and inactivated states at the end of the 
same pulse.  Rectification was reproduced with a 225 ms pulse to various 
potentials and calculated as the occupancy in the open state over the sum of the 
occupancy of the open and inactivated states, O/(O+I).  Currents simulated for a 
550 ms pulse are shown in Figure A1-D.  The updated model was also able to 
reproduce recent experiments by Rocchetti et al 19 (Figure A1-E and A1-F).  
Consistent with AP-clamp experimental observations, peak current during the AP 
does not increase significantly as rate increase.   However, in simulations IKr is 
greater at the start and during the plateau of the AP (Figure A1-E and A1-F) 
than in the experiment.  Increasing rectification to decrease early IKr led to 
conflicting results with rectification experiments 18.  A possible explanation to this 
conflict is an observation by Gurrola et al 20 that ErgTx, which was used in the AP 
clamp experiments, is inhibited at higher membrane potentials 20, which would 
cause underestimation at the beginning of the AP.  Furthermore, ErgTx does not 
block inactivated channels, resulting in underestimation of current contribution as 
channels recover from inactivation during the plateau of the AP. 
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Figure A1: Simulations of IKr.  IKr was fit to experimental data from Sanguinetti 
and Jurkiewicz 18.  Protocol used to obtain Current-Voltage (I-V) relationship 
(Panel A) and Activation (Panel B) is shown in inset of panel A.  Rectification 
(Panel C) was measured using a step from -100 mV to various potentials.   The 
current traces generated by the protocol shown in A are shown in Panel D.  
Panels E and F show IKr during the action potential at CL= 1000 ms (Panel E) 
and CL = 250 ms (Panel F).  Simulated currents are shown above, and the 
experimentally observed ErgTx sensitive current is shown below 19. 
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