Supplementary Material

Correction for intensity dependency of the error

Following [8], the procedure to obtaifi’and its distribution was developed along the

following steps.

1. For each gene X, the variabl@ ¢Equations 8) and the average gene expres_sion
are estimated from all available replicates.
2. The variance of'l is calculated. Replicates are not sufficient towate it
reliably for each specific probe-set; therefore, variance of ¢ is assumed gene-
independent and evaluated using the overall prete-Fhe relation betweefi%and
the average gene intensiiyis made explicit performing the following steps:
* The range of average intensity values is quaniizéatervals of constant size.
Average intensities are calculated in each interval
* For each of these intervals, the R genes with geeeapressio& falling in
the interval are considered. The correspondlifg/dlues are used to calculate

the variance of'® as:
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where myo is the average of the R observed ¢h the considered interval.
« Cubic splines are used to fit the variance'8f\«b the average intensity of the

gene expression.



3. The standard deviation oftis derived as the square root of the variancear

estimated at the previous step and thus expressaduaction of the average intensity
of the gene expressioBD,, (x).

4. The standardized variabl@ss calculated for each gene X and for each pair of

replicates ¥ Xp:

HO
HO d Xy T Xy

" SDyo(x)  SDyol¥)

(A2)

5. Different distribution models (t-Student distrilton, bi-exponential distribution,
and mixture models of N Gaussians, N=1, ..., 6)fitted to the entire set of'$
values obtained by applying Equation (A3) to allggeand available replicates and
the best model for8 distribution is chosen based on the goodness afifl the

parameters Precision

Data Simulation based on a first order Markov model

The standardized deviation of expression in T vs €hmulated at each sampling time

tx as:
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whereo? is set equal to 1 ang =0 (k=1, ..., M) for not differentially expressed
genes; while, for differentially expressed gendsgible profiles are obtained by
modelinguy as dependent qm.; according to a first order Markov model, accogdin

to the following procedure.



1. The range of the absolute value of variablg sftquantized in 6 discrete
values m(i=1, ..., 6), corresponding to the average pointaéqually spaced
intervals between 0 and the maximum value @) ¢étpart for i=1, for which
the value np=0 is considered). In particular, here we used gimam value of
s(&) equal to 6.

2. Different states @) (j=1,...24) are defined for the variabledidepending
on its quantized valueimits sign (positive or negative), and the sigmt®f
derivative.

3. The probability of transition among states (definihg probability of d)
being in state Qjiven the state at the previous time point) isdbed by a
Markov probability table of dimension 24 by 24.

4. Given the state;8) of the variable dg}, the corresponding value of |
used as the value @i in Equation A3. Note that, if i=1, jms set equal to O
(state equivalent to a not differentially expresset: sample).

Instead of fixing arbitrary the probabilities oktkable of transition among states, they
were inferred based on observation on real datpatticular, a subset of profiles was
used to calculate the frequency of occurrencesaokition between states in
subsequent time samples. The profiles were chostte asion of the lists of the top
100 time series selected as differentially expreéseMethods 1, 2 and 3. To this
purpose the three selection methods were applidtetexperimental data presented
in this work plus a second property data set orothadial cells treated with insulin

(data not shown).



