
 0
 20
 40
 60
 80

 100
 120
 140

 0  10  20  30  40  50  60  70pr
es

en
ta

tio
ns

 p
er

 p
at

te
rn

 T

secondary threshold θm

A

 0.58
 0.6

 0.62
 0.64
 0.66
 0.68

 0.7
 0.72
 0.74
 0.76
 0.78

 0.8

 0  10  20  30  40  50

cr
iti

ca
l c

ap
ac

ity
 α

c

secondary threshold θm

B

Figure 5: Performance of the MP algorithm with N = 4001 synapses and K = 100
visible states as the secondary threshold θm varies. A. Convergence time, av-
eraged over 50 samples of 0.5N patterns each. B. Maximum achieved capacity
(at least 90% successes on 25 samples, with cutoff time of 1000 presentations
per pattern).

4.1 Optimal value of the parameter ps

As cited in the main text, we found that there is a tradeoff between the maximal capacity

which can be achieved by the SBPI algorithm and the convergence speed, depending on

the value of the parameter ps, i.e. depending on the probability of applying rule R2 when

the classification of a pattern is just barely correct. We defined the optimal value of ps

to be the one which minimizes the average number of presentations per pattern required

for learning at a given α, and performed some tests using 10 samples at N = 20001,

varying α by steps of 0.05 and ps by steps of 0.1; as can be seen in Fig. 6, we found an

almost linear relation.

4.2 Distribution of hidden states

Fig. 7A shows the final distribution histogram of the hidden variables hi for one sample

with N = 64001 after learning with α = 0.3, for the BPI algorithm. When the number

of allowed states is infinite, the distribution has the shape of two bell-like curves. The

width of the distribution is proportional to
√

N , as shown in Fig. 7B. A
√

N scaling

comes naturally from an unsupervised application of rule R3 (i.e. applying it regardless

of whether an error is made or not) with a set of αN random patterns. However,

an unsupervised learning rule would lead to a Gaussian distribution centered on 0.
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