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Figure 7: Distribution of hidden variables after convergence in the BPI algorithm for
α = 0.3. A. Effect of bounds on the hidden variable h on its distribution,
shown for N = 64001; number of hidden states indicated in the figure. His-
togram step size: 20. B. The width of the distribution is proportional to

√
N :

Histograms obtained with different values of N are shown rescaled by 1/
√

N .

Supervision (leading to applying rules R2 and R3 conditioned by the value of the total

input I) leads to the polarization of the distribution around two symmetric peaks at

finite values of h, but leaves the
√

N scaling unchanged. Introducing an upper and

lower bound on h leads to the appearance of two peaks in the distributions at these

bounds. These bounds stop the synapses that would otherwise tend to go to very large

positive or negative values. If the bounds are large enough, this has no adverse effect

on learning because those synapses that reach such large values of h never change sign

during the learning process. Reducing further the number of states starts to affect the

shape of the whole distribution when the value of the bounds becomes smaller than

the location of the peaks of the distribution in the unbounded case. At this point the

whole distribution changes, and the convergence time starts to change compared to the

unbounded case.

4.3 Optimal value of the number of hidden states K

In order to determine the optimal number of internal states K for a given number of

synapses N , we performed some test with N ranging from 1001 to 32001 and looked

for the value of K which maximized capacity. Fig. 8 shows that the optimal number of

internal states K scales roughly like
√

N , both in the ±1 and in the 0,1 scenarios.
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