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Figure 9: Robustness to noise of various algorithms. In all tests we used N = 4001
synapses trained on 0.55N patterns; Red lines: SBPI with parameter ps = 0.4,
Green lines: SP, Blue lines: MP with optimal value for θm. Results for both
bounded (K = 100) and unbounded cases are shown. Points were obtained
by averaging over 25 samples for protocol 1, 100 samples for protocol 2. A.

Protocol 1, unbounded case. B. Protocol 1, bounded case. C. Protocol 2,
unbounded case. D. Protocol 2, bounded case.

pattern set was probed and the corresponding number of errors recorded. Note that the

time scale of the recalling period is arbitrary with respect to that of the learning period.

Results are shown in Fig. 9C-D. We found that the binary device with K hidden states

was remarkably more robust than the K-visible state device, especially at short times.

Of course, in the limit of very long times all three rules perform equally badly, since all

memory of the stored patterns is erased, but at any finite time the system with binary

synapses is significantly better.
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