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INTRODUCTION

VARIATIONS IN THE PROPORTION OF MALE BIRTHS (i.e., the secondary sex ratio) have
been analyzed many times as a function of those characteristics of the parents, the
sibship, or the environment, for which available data lend themselves to statistical
treatment. Among the interesting relationships discovered previously is the obser-
vation that the age of the mother apparently has no, or very little, effect on these
changes whereas the increasing age of the father is correlated with a decreasing
secondary sex ratio (Novitski, 1953). This is a most puzzling result since one can
readily imagine a number of ways in which some factor related to maternal age
might be responsible, as, for instance, differential mortality of the two sexes before
birth, whereas a system related to the age of the father (and relatively independent
of the mother’s age) is not so easily conceived.

An attempt to assess the relative contributions of the parental ages and birth
order showed that there was no simple unifying interpretation of data that gave,
on the one hand, the parental ages and sex ratio of offspring and, on the other hand,
the maternal age, birth order, and sex ratio (Novitski and Sandler, 1956). It was
therefore suggested that a more informative interpretation would depend on the
analysis of data that gave, for each birth, the sex of the child, both of the parental
ages, and the birth order simultaneously. Through the kindness of Dr. Halbert
Dunn and his associate, Dr. Delbert Waggoner, of the National Office of Vital Sta-
tistics, such data for the year 1955 were made available to us, and this paper is
concerned with the analysis of those data.

METHODS AND RESULTS

This analysis differs from the previous one in several important respects. Because
live births for the year 1955 were classified simultaneously according to three cri-
teria—age of father, age of mother, and birth order—it was possible to fit a regres-
sion function of sex ratio on all three variables simultaneously. Furthermore, the
ORACLE, a high-speed digital computer operated by the Mathematics Panel at
Oak Ridge National Laboratory, was available for use in the analysis. As a result
we were able to fit a quadratic regression surface to the data (the existence of non-
linear effects had been suggested earlier) and to make several subsidiary calculations
that would have required a prohibitive amount of work with desk calculators. In
fact, it would have been possible to fit a cubic or higher order regression to the data
with almost equal facility, but the data were not considered precise enough for this
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purpose. The fitted equation can be viewed as a Taylor’s series approximation to
the true regression function provided that the function admits a convergent infinite
series expansion.

The following notation will be used:

x; = age of father, coded as in table 1

X, = age of mother, coded as in table 1

x3 = birth order minus one

N. = number of births in a given cell of table 1

N = total number of births

M. = number of male births in a given cell

M = total number of male births

y = observed sex ratio in a given cell = M./N,

Y = regression estimate of sex ratio for any x, x2, X3 .

Since the N. vary considerably in table 1, each y must be assigned an appropriate
weight (w) and the regression function estimated by minimizing > w(y — Y)2 The
variance of y is estimated by y(1 — y)/N., assuming binomial errors, and ordi-
narily one would use the reciprocal of this quantity as the weight. However, only
negligible errors are introduced if we take w = N./y(1 — §), where § = M/N,
because the true sex ratio in any cell in table 1 will differ only slightly from .

As a first step in the analysis, the function,

Y = bo + bixi + bexz + baxs + b11X¥ + bzzxg + bssxzz;
+ brxixe + bisxiXs + basxexs,

was fitted to the 175 observed sex ratios given in table 1 by the weighted least-squares
procedure indicated. The estimated coefficients and their standard errors are shown
in table 2; the residual sum of squares is 218.95 with 165 degrees of freedom. Under
the null hypothesis that E(y) = Y, the residual sum of squares is distributed ap-
proximately as x? and corresponds to a significance probability of 0.003. The value
of x*/d.f. agrees well with the values obtained in analyses referred to above, although
the significance level is different because of the greater number of degrees of freedom.
Several interpretations of the significant x? are possible. It is well known that the
use of weights based on observed data introduces a bias into the computed x2. How-
ever, since all of the true sex ratios must differ only slightly from one half, this
effect is negligible. A second possibility is that sampling errors include a component
that is extrabinomial. As a check on this possibility, the 1955 data were compared
with data from previous years for corresponding subclasses of the three independent
variables. This analysis indicated a relatively uniform difference in sex ratio for
most comparable subclasses (possibly because of the inclusion of nonwhite births in
the 1955 data) but gave no evidence of extrabinomial variation. If these two possi-
bilities are rejected, the natural conclusion would be that the departure of the
computed x* from its expectation is caused primarily by the failure of the quadratic
model to explain all of the variation in sex ratio. A better fit might be obtained
by including terms of higher order; alternatively, it is entirely possible that factors
other than parental ages and birth order have some effect on sex ratio and that
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TABLE 2. FITTED CONSTANTS AND STANDARD ERRORS FOR THE COMPLETE SECOND
DEGREE REGRESSION EQUATION

Coefficient Estimate Standard error t - ratio
b; bi X 108 sh, X 103 t=1 b I/sp,
bo 515.620 1.1310 —
by —0.5195 1.0474 0.496
b 0.5184 1.1100 0.467
bs —1.9029 0.8380 2.271
bn —0.2676 0.2513 1.065
bas 0.0077 0.3893 0.020
bas —0.3208 0.2105 1.524
b 0.2031 0.4803 0.423
bis 0.8016 0.2908 2.757
bos —0.3024 0.3516 0.860

these factors are not represented in our analysis. When appropriate data for addi-
tional years become available, further elucidation of the point may be possible.

Any regression analysis may be interpreted as a method for explaining the total
variability in the data, as measured by the total sum of squares (weighted, if neces-
sary), in terms of the factors by which the data are classified. When these factors
can be quantitatively represented, it is customary and often useful to consider the
functional relationship between the dependent variable (in our case, sex ratio) and
the independent variables representing the factors being studied. Usually, the
mathematical form of such relationships is unknown, and one ordinarily begins by
assuming a simple linear or quadratic model such as the one described above. When
this is done and the regression analysis is completed, it is possible to associate with
each term or group of terms in the model a sum of squares which represents that
portion of the total variability attributable to the particular term or group of terms
being considered. Frequently, we refer to this sum of squares as a reduction (in total
variability), since it reduces the amount of variability that is unexplained. The
discussion that follows depends on arguments of this nature.

An examination of the ¢ ratios in table 2, based on observed error variances,
reveals clearly that certain terms in the regression contribute very little to the re-
duction in total sum of squares. Since the facilities of the automatic computer were
available, we decided to examine the fits for several subsets of the ten fitted constants
in an effort to determine the minimum number of terms in the regression equation
that would be required to account for the variations in sex ratio. Without high-speed
computing equipment, this type of analysis would probably not be feasible.

The results are shown in table 3. The total sum of squares (3_wy?) is 2640.86 and
the reduction attributable to by is 2350.92, which leaves a remainder of 289.94 to be
reduced by fitting the other constants. Because every constant involving age of
mother (xz) had small ¢ values in table 2, the first step was to eliminate this inde-
pendent variable completely from the regression. From table 3 it can be seen that
the additional reduction attributable to all terms involving x, is only 4.52, and an
F test yields a significance level greater than 25 per cent. Thus, as was suggested by
earlier work, the direct contribution of age of mother to the variations in sex ratio
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TABLE 3. REDUCTIONS IN SUM OF SQUARES DUE TO REGRESSION

Reduction attributable to  Additional reduction attribu-

constants fitted table to remaining constants
Constants fitted

Degrees of Sum of Degrees of Sum of
freedom squares freedom squares

blv b3’ b3: bll: bﬁ: b%y bl2) bm, bz: 9 70.99 0 0
by, bs, bu, bss, bz 5 66.47 4 4.52
bs, by, bz, bis 4 66.46 5 4.53
by, bs, bas, bis 4 64.73 5 6.26
by, b, by, bz 4 61.78 5 9.21
bs, bas, bs 3 58.70 6 12.29
bs, bu, bis 3 61.70 6 9.29
by, bs, bis 3 60.38 6 10.61
bs, bis 2 56.98 7 14.01
b;, by 2 54.17 7 16.82
b 1 53.63 8 17.36
bas 1 51.77 8 19.22
bis 1 31.23 8 39.76
b 1 5.84 8 65.15

is not significant. As a check on this result, chi-square heterogeneity tests were per-
formed among maternal age classes within each of the 35 subclasses represented by
combinations of the five birth orders and seven paternal age classes. The number of
significant chi-squares found was no greater than one would expect from random
binomial variation. This simple calculation provides additional evidence in support
of the hypothesis that maternal age has no effect on sex ratio. It also strengthens
the previous observation that extrabinomial variation, if present, must be relatively
small, and it minimizes the likelihood that any appreciable heterogeneity has been
introduced by pooling data for two races.

As the next step in the analysis, subsets of the five remaining constants were ex-
amined, and the corresponding additional reductions in sums of squares are shown
in table 3. It is immediately apparent that b, contributes nothing significant to the
regression since eliminating it leaves the reduction in sum of squares virtually un-
changed. Consideration was then given to dropping individual constants from the
subset (by, bz, bu, bss, bys), but from table 4 it can be seen that each of these
constants contributes significantly to the regression. Nevertheless, the successive
tests of significance are not independent, and there is some doubt as to whether the
quadratic term for birth order should be retained and whether the quadratic term
for father’s age might be replaced by the linear term. These are borderline decisions,
however, that depend primarily on one’s interpretation of the P-values in analyses
of this sort. In our judgment none of the constants shown in table 4 can be safely
omitted from the regression.

The surface described by the final regression equation,

Y = by + bsxs + buxi + bssxs + buxixs,

can be examined in various ways. In figure 1, contours representing equal sex ratios
have been plotted, and the fitted surface can be visualized quite readily. The varia-
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TABLE 4. FITTED CONSTANTS AND STANDARD ERRORS FOR FINAL REGRESSION EQUATION

Coefficient Estimate Standard error t - ratio Significance level
b bi X 109 s, X 108 1831 /s5, P
bo 515.0620 0.6384 —_— —
bs —1.8478 0.7788 2.373 .025
bu -0.1892 0.0778 2.432 .021
bes —0.3825 0.2010 1.903 .062
bis 0.6757 0.2212 3.055 .003
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Fi6. 1. Contours of equal sex-ratio plotted as a function of birth order and age of father, com-
puted from final regression equation.

tions in Y as a function of either independent variable when the other is held constant
can be obtained from figure 1 by examining appropriate cross sections of the surface.
Thus, when Y is plotted as a function of x; for each value of x,, (vertical cross
sections) all curves are found to be convex downward; i.e., sex ratio seems to de-
crease more rapidly at higher birth orders, at least for young fathers. But for older
fathers there seems to be very little dependence on birth order. In other words, sex
ratio seems to depend primarily on birth order, decreasing as birth order increases,
but this dependence diminishes rapidly as age of father increases, and accounts for
the significance of the interaction term (bys) in the regression equation. Alterna-
tively, Y might be plotted as a function of x, for each value of x; (horizontal cross
sections). This shows a negative regression of sex ratio on age of father for low
births and just the opposite for high birth orders. Perhaps it should also be pointed
out that by reference to figure 1, successive pairs of values for age of father and
birth order can be chosen such that both variables increase but sex ratio remains
unchanged. Previously there has been no evidence adduced that would have sug-
gested such a relationship.

DISCUSSION

In assessing the reliability of these results, we must remember that the data used
are for only one year, and include about four million births. Ordinarily this would
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be considered a very large sample, but the magnitude of the effect being studied is
only about one per cent and the observations are necessarily clustered along a
diagonal in the x;, X2, x3 space owing to the high correlations among these three
variables. When more data of this type become available, the study will be con-
tinued. It is probable that future analyses will result in some changes in the relation-
ships as they are now conceived, but it is most unlikely that the conclusions with
respect to age of mother will be altered.

The apparent lack of any effect of the maternal age, either as a linear, quadratic,
or interaction component with any of the other variables must be reemphasized. In
the works previously cited, it was considered curious that maternal age showed no
relation to changing sex ratio, not only because one might expect such an influence
for biological reasons, but also because one might predict the appearance of a rela-
tionship in those instances where the data were limited to only parental ages, since
the probable correlations of those ages with other factors (as, for instance, birth
order) that might themselves have an effect on sex ratio should show up as a spurious
relationship. Since we now know that changes in birth order and paternal age are
both directly related to changes in the secondary sex ratio, it is clear that birth data
must not be analyzed without taking both of these factors into account or, at least,
that it is not advisable to analyze such limited data without being aware of the
inevitable pitfalls involved. For this reason, we would hesitate to place any great
reliance on an apparent influence of maternal age based on a simple breakdown by
parental ages only, and would be inclined to question the relevance of such analyses
to a biological interpretation of the causes of variations in sex ratio. Specifically,
Lejeune and Turpin (1957a, 1957b) have analyzed data from the U. S. Public Health
Service, giving the sex ratio of live births as a function of the parental ages for the
period from 1946 to 1956.! They report that, although the effect of the paternal age
is most pronounced, there is nevertheless a significant effect of the maternal age and
that this might be interpreted as evidence for a higher incidence of sex-linked lethals
in older women than in younger ones. It is our opinion that whereas the conclusion
may be correct and, in fact, sounds plausible on genetic grounds, there is no evi-
dence for it at the present time. It might be pointed out in this connection that the
signs of the small, insignificant linear and quadratic regression coefficients on the
age of the mother are in the wrong direction for an interpretation in terms of sex-
linked lethals; that is, they are now positive, whereas those coefficients from analyses
that do not take into account all three variables at the same time are negative.

Lest the intent of the preceding argument be misunderstood, it should be pointed
out that we place no great reliance on birth order or paternal age as having a direct
influence on secondary sex ratio but feel rather that these two items represent easily
characterized attributes of any given birth, for which large amounts of data are
available, and that they are, in all probability, themselves correlated with other

1 The tabulations for the years 1951 to 1953 inclusive are based on a 50% sample. The totals
given by Novitski and Sandler (1956) which include these years are therefore inaccurate. This
inaccuracy does not substantially affect the general conclusions presented in that paper, but any
worker wishing to use those totals should be aware that the estimates of error derived from those
tables will be somewhat smaller than they should be.
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factors more closely related to the true causes of the variations in sex ratio. It is
therefore almost certain that there exist other attributes of a birth that, when known
and properly available in statistical form and incorporated in an appropriate analysis,
will show birth order, or parental age, or both, as suck to be of no direct influence
in altering the secondary sex ratio. The value of an analysis of the sort presented
here rests in the demonstration that certain factors formerly considered important
may represent spurious statistical correlations. Directing attention to the factors
that seem to be most closely correlated with sex-ratio changes leads to the formula-
tion of additional questions that may ultimately reveal the causes of those changes.

Little if anything can be said about the possible biological basis for the changes
reported here. The basis for changes that have their expression as a function of the
age of the male or of birth order, by themselves, would not be difficult to imagine,
but one that depends on both of these factors simultaneously (as represented by the
highly significant interaction term by;) is not so easily conceived. There is some
possibility, of course, that with the accumulation of more data, the relations will
in some way be changed so that they seem more comprehensible in simple biological
terms. It is also possible, as implied earlier, that the interaction term is simply a re-
flection of effects not adequately represented in the model or of the inadequacy of
the functional form of the present model in terms of identifiable factors. Neverthe-
less, it would be a mistake at this stage to dismiss the interaction term as of no
real significance purely because no simple biological explanation is at hand.

ACKNOWLEDGEMENT

We are grateful to Mr. G. J. Atta for assistance with the ORACLE computations
and to Dr. E. R. Dempster for suggesting the chi-square homogeneity tests within
birth order-paternal age subclasses.

SUMMARY

An analysis of U. S. birth data giving simultaneously the parental ages, birth
order, and sex of offspring for the year 1955 shows that the variation in secondary
sex ratio is independent of the mother’s age but is dependent on both birth order and
paternal age. It is further shown that the relationships are not linear and cannot be
represented adequately without the inclusion of a component that reflects an inter-
action between birth order and age of father.
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