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Weekly dose (mg.)

3.5
7.0

10.5
14.0
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MEAN 10.5

Weekly weight loss (lb.)

0.7
1.1
1.7
2.1
2.4
1.6

PART IV OF FouR PARTS

LINEAR REGRESSION AND SIMPLE CORRELATION

ENUMERATION and measurement data have been
dealt with previously; it is now necessary to introduce
bivariate data. Bivariate data are those in which
two different observations are made on each indi-
vidual in the sample, for example, therapeutic re-
sponse and dose of drug administered. It may be
reasonable to assume that therapeutic response is
dependent upon the dose of the drug. Thus dose is
the independent variable and therapeutic response
is the dependent one. It is often desirable to know
the relationship between the dependent and the
independent variable. If the independent variable is
altered, is the dependent variable changed to the
same degree? To establish the relation between the
dependent and independent variables the methods
of linear regression analysis might be employed.
Linear regression is a measure of the relationship
between two variables when the variation of one is
sensibly dependent upon the variation of the other.
Its units are those of the characteristics being
measured such as the increase in g. % of hemoglobin
per g. of ferrous sulfate administered per week.
When given a prescription for an anorexigenic

agent, the obese patient frequently asks "Doctor,
how much weight can I expect to lose?" This is not
an unreasonable question and the answer might be
determined in the following fashion. By means of a
double-blind experiment* the drug is tested against a
placebo and the results are compared. Suppose that
there is a significant weight loss difference between the
effect of the drug and the effect of the placebo.
We wish to determine the relation between the
dosage and the average weekly weight loss. If there
is a fairly uniform increase in weight loss with
uniform increase in dose of drug administered, the
response is said to be linear. If the response is linear,
it can be represented by a straight line, the equation
for which is Y = a + bX. The dependent variable is
customarily designated as Y and the independent
variable as X. The term "a" is the value of Y when
X = 0. "b" is the regression coefficient and the slope
of the line. It is the increase in Y for unit increase
in X. In the experiment we might have results as
follows:

*Neither patient nor investigator knows which is placebo or
which is the drug being tested until the conclusion of the
experiment.

It appears that there is a fairly uniform increase in
weekly weight loss for uniform increase in weekly
dose, and hence over the range of the experiment, a
linear relationship exists between dose of drug and
weight loss. A quick estimate shows that for each
increase in dose of 3.5 mg. there is an increase in
weight loss of about 0.42 lb. The regression coef-
ficient is about 0.42/3.5 = 0.12 lb./mg./week.
A best fit straight line as shown on the graph

(Fig. 5) yields an approximate value for the regres-
sion coefficient. A more accurate value is obtained
using the following equation:

(X - ) (Y - y)
2(X-t)2b=

Z(XY) - [(2;X2Y),/n]
2X2 - [(yX)2/n]

Y = the value of the dependent variable (weekly
weight loss in lb.)

y = the mean of Y

X = the value of the independent variable (weekly
dose in mg.)

x = the mean of X

n = the number of observations = 5

x

3.5
7.0

10.5
14.0
17.5

2X = 52.5
x = 10.5

n = 5

y

0.7
1.1
1.7
2.1
2.4

2Y = 8.0
y= 1.6

XY

2.45
7.70
17.85
29.40
42.00

ZXY = 99.40

12.25
49.00
110.25
196.00
306.25

2X2 = 673.75

99.4 - (420.0/5) 99.4 - 84.0
673.75 -(2,756.25/5) 673.75 - 551.25

-15 = 0.13 lb./mg./week122.50

This value is close to the earlier estimate.

"a is calculated as follows: y = a + bx
a = y-bx
= 1.6 - (0.13 X 10.5)
= 0.24

The equation for the regression line is
Y = 0.24 + 0.13X
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bivariate data when one variable is obviously
dependent upon the other. However, some bivariate
data cannot logically be classified into dependent and
independent variables. Both of the variables may
be logically independent of each other, yet in some
way appear to be related, for example, height and
weight data of healthy adult males. It is unreason-
able to assume that weight is dependent upon height
or vice versa, yet these two variables seem to be
related. Thus the relationship between height and
weight is not one of dependence and independence
but rather one of covariation or correlation. The
problem then is to measure the degree of correla-
tion and this is done by calculating the
correlation coefficient. Since it is a ratio, it has no
units. The range of values for the correlation
coefficient is from minus one to plus one. A minus
value indicates negative correlation; as one variable
increases, the other decreases. A value of zero
indicates that there is no correlation, i.e. the variables

o________________________________________ bare not related. A positive correlation coefficient
35 °70 10.5 4.0 75 indicates that a regular increase in one variable is

WeeA;hs Dost. (iig.) accompanied by a regular increase in the other.
Fig. 5 A statistically significant correlation coefficient

does not prove a cause-and-effect relationship. It
ice the equation for the relationship between merely indicates the consistency with which the
two variables is known, the regression line can two variables increase or decrease together. For
rawn by plotting values of Y calculated from example, the incidence of lung cancer in North
rarily chosen values of X. America has increased over the past few years; so

Y = 0.24 + 0.13X has the per capita consumption of liquor. If
at X = 5, Y = 0.24 + 0.65 = 0.89 enough data were collected comparing these two
at X = 15, Y = 0.24 + 1.95 = 2.19 variables, it is not unlikely that a significant cor-

relation coefficient could be calculated. On the
le regression line is the line drawn through these basis of this significant correlation coefficient it is
Ls, and from it any value of Y may be found for unreasonable to state that lung cancer is caused by
value of X. It is obvious that conclusions drawn drinking liquor or vice versa. In fact the two may
the regression line should be restricted to not be related, yet a significant correlation coef-

3rea of the experimental results. The range of ficient can be calculated since both variables have
,s for the regression coefficient is from minus increased over the past few years.
ity to plus infinity. A negative regression The correlation coefficient is calculated as follows:

_., X,,u . C, {

coefficient indicates that as the value of the independ-
ent variable increases, the value of the dependent
variable decreases. A positive regression coefficient
indicates that as one variable increases, so does
the other.

SIMPLE CORRELATION
The methods of linear regression enable one to

predict values of the dependent variable from values
of the independent variable. This is appropriate for

Height (in.)

2(XY) - (2X)(ZY)
n

r = -(IX)2] (Ys(Y)21

Suppose we wish to determine the relationship
between height and weight of ten healthy adult
males selected at random from the population with
the following results:

Weight (lb.)
y
145
210
205
175
185
200
165
180
155
140

X2
5,329
5,184
5,041
5,041
4,761
4,761
4,624
4,489
4,489
4,225

ya
21,025
44,100
42,025
30,625
34,225
40,000
27,225
32,400
24,025
19,600

XY
10,585
15,120
14,555
12,425
12,765
13,800
11,220
12,060
10,385
9,100

YI 1= 315,250 2XY = 122,015

x
73
72
71
71
69
69
68
67
67
65

ZX = 692 zy = 1,760 2;X2 = 47,944
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The correlation coefficient is:

2(XY) - ()( ) 122,015 - 1,217,920
r = 2 (-2 (Xy)21 I( 47 44 178864 3097_600

MY __477894 4 315_250_-
,V/[~~X n n 10 3520 10

223 223r= ========= ====
r /58 X 5,490 100 \/31.842

223
= 564 = +0.40

We now wish to know the probability of selecting
from a bivariate population in which there is no corre-
lation, a correlation coefficient of +0.40. To determine
this a table of "r", such as is found in Snedecor's
text,5 is used as follows. The number of degrees of
freedom is equal to the number of individuals in the
sample minus two. There were ten individuals in
our series, so there are 10 - 2 = 8 degrees of
freedom. For eight degrees of freedom the values of
"r" for 5% and 1% probability are 0.632 and
0.765 respectively. This means that from a bivariate
population in which there is no correlation between
the two variables, if samples of ten were selected at
random and correlation coefficients calculated, in 5%
of the cases a correlation coefficient of 0.632 would
be obtained and similarly in 1% of cases a correla-
tion coefficient of 0.765 would be obtained. It is
obvious that since our calculated correlation coef-
ficient was +0.40, the probability of obtaining this

value from a bivariate population in which there is
no correlation is something greater than 5%. The
correlation coefficient then is not significant and
the apparent relationship between height and weight
is unproved. Obviously more data must be collected
to obtain a significant correlation coefficient.

SUMMARY
Linear regression is a measure of the relationship

between two variables when the variation of one is
logically dependent upon variation of the other.
When this relationship is not one of dependence and
independence but rather one of covariation, the
relationship is expressed by the correlation coef-
ficient. Methods of calculating the regression coeffi-
cient and the correlation coefficient and examples of
each are given.
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The April 1961 issue of the Canadian Journal of Surgery will contain the following original articles, case
reports, experimental surgery, surgical technique and special communication:

History of Canadian Surgery: John Stewart-H. L. Scammell.

Original Articles: Epiploic granuloma due to fishbone simulating carcinoma-W. E. Kunstler, F. N. Gurd
and D. W. Ruddick. Longevity in gastric cancer-R. Wilson. The surgery of the thoracic inlet-E. M. Nanson.
Surgical management of recurrent carcinoma of the cervix-H. H. Allen. Acute appendicitis presenting as scrotal
swelling: report of two cases-Elizabeth Coryllos and C. A. Stephens. Sacrococcygeal teratomas in adults-
E. Burke Ewing.

Case Reports: Bronchoesophageal fistula associated with esophageal diverticulum-G. E. Miller. Carcinoma
of the stomach following gastrectomy or gastroenterostomy for benign peptic ulcer-W. H. McCrae and I. B.
Macdonald. Seminoma in a nonagenarian complicated by a pathological fracture of the humerus-E. L. Wrathall
and J. C. Connolly.

Experimental Surgery: A method of introduction of blood into the subarachnoid space in the region of the
circle of Willis in dogs-W. M. Lougheed and Mary Tom. The anatomical pathology of experimental gallbladder
carcinoma in hamsters-K. Kowalewski and G. 0. Bain. Uretero-ileo-sigmoidostomy: some observations on its
limitations and dangers in urinary diversion based on experimental studies on mongrel dogs-A. C. Abbott, T. K.
Goodhand, J. A. Motta, J. T. MacDougall and E. N. Anderson.

Surgical Technique: Incisions, lacerations and scars-J. W. McNichol and 0. J. Mirehouse. A new technique
in the diagnosis of Hirschsprung's disease-B. Shandling.

Special Communication: Canadian visit: report of the first McLaughlin-Gallie Professorship-C. F. W.
Illingworth.


