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Rude induction methods have been proposed in order to acquire
knowledge automatically from databases. However, conventional
approaches do not focus on the implementation of induced results
into an expert system. In this paper, the author focuses not only on
rule induction but also on its evaluation and presents a systematic
approach from the former to the latter as follows. First, a rule
induction system based on rough sets and attribute-oriented
generalization is introduced and was applied to a database of
congenital malformation to extract diagnostic rules. Then, by the
use of the induced knowledge, an expert system which makes a
differential diagnosis on congenital disorders is developed
Finally, this expert system was evaluated in an outpatient clinic,
the results of which show that the system performs as well as a
medical expert.

INTRODUCTION

Rule induction methods have been proposed in order to acquire
knowledge automatically from databases[1,2]. They are expected
to solve the bottleneck problem of knowledge acquisition[3] and
good performances of induced rules are reported since the
beginning of 1980s[1]. However, no paper focuses on the
implementation of induced results into an expert system.

In this paper, the author focuses not only on rule induction but also
its evaluation, and presents a systematic approach from
introduction of automatic knowledge acquisition methods to
evaluation of the induced rules in clinical environment in the
following four steps. Firstly, the author focuses on two kinds of
defines two corresponding rules, positive and negative rules, in the
framework of rough setsf4]. Also, in order to extract more
generalized rules, the author introduces attribute-oriented
generalization[5], which converts attributes given in a database
into generalized ones by using domain knowledge. Secondly,
according to the formal definition of positive, negative and
generalized rules, a rule induction system, called PRIMEROSE-
REX2 (Probabilistic Rule Induction Method based on Rough Sets
for Rules of Expert System ver 2.0), is developed. This system
was applied to a clinical database of congenital malformation[6,7]
in order to acquire diagnostic knowledge. The induced results
show that this method not only extracts experts' knowledge
correctly, but also discovers that symptoms observed in six
positions (€yes, noses, ears, lips, fingers and feet ) play important
roles in a diagnosis. Thirdly, according to the induced rules and
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attribute information, the author develops an expert system, called
RCOM (Rule based system for Congenital Malformation), which
outputs a diagnostic conclusion ( a syndrome ) from the
observations input by users. The system provides a graphical input
interface for symptoms in six positions which consists of a list of
photograph describes typical pattems of symptoms in eyes, noses,
ears, lips, fingers and feet so that users will not miss inputs
necessary for diagnostic procedures. After all the inputs are
completed, this system applies all the inputs to diagnostic rules and
outputs a congenital disorder as a diagnostic conclusion. Finally,
this expert system was evaluated in clinical practice, the results of
which show that the system gains as good performance as a
medical expert .

FOCUSING MECHANISM

One of the characteristics in medical reasoning is a
focusing mechanism, which is used to select the final
diagnosis from many candidates[2]. For example, in a
differential diagnosis of headache, more than 60 diseases
should be checked. This style of reasoning consists of the
following two kinds of reasoning processes: negative
reasoning and positive reasoning, which are applied in the
following way. First, negative reasoning excludes a disease
from candidates when a patient does not have a symptom
which is necessary to diagnose that disease. Then, positive
reasoning suspects a disease in the output of the exclusive
process when a patient has symptoms specific to a disease.
These two steps are modeled as usage of two kinds of
rules, negative rules (exclusive rules) and positive rules,
the former and the latter of which corresponds to negative
reasoning and positive reasoning, respectively. In the next
section, these two rules are represented as special kinds of
probabilistic rules.

DEFINITION OF RULES

In the following sections, the author uses the following notations
of rough set theory[4], which is illustrated by a small database
shown in Table 1. First, a combination of attribute-value pairs,
corresponding to a complex in AQ terminology{1] is denoted by a
formula R.  For example, [telorism=hyper] A [iris-defects=yes]
will be one formula, denoted by R=(telorism=hyper]a [iris-
defects=yes]. Secondly, a set of samples which satisfy R is



denoted by /x], corresponding to a star in AQ terminology. For
[telorism=hyper], is equal to {2,4,5,6}, which shows that the
second, fourth, fifth and sixth case satisfy the above relation (In the
following, the numbers in a set are used to represent each record
number). This notation can be also extended to a conjunctive or
disjunctive formula, such as /[x/jwriom—typer) s dgpcsesi™ {2,5}
and/x] peioriom=typer joomea=noj~ {1,2,4,5,6}, where Aand v denote
“and” and “or” respectively. Finally, U, which stands for
“Universe”, denotes all training samples.

Table 1: A Small Database on Congenital Disorders

Al A2 A3 A4 A5 A6 Class

No
Yes
Yes
Yes

Normal

Hyper
Hypo
Hyper

Yes
Yes
No
Yes

Yes
Yes
No
No

Megalo
Megalo
Normal
Normal

Long Aarskog

Long Aarskog
Normmal Down

Normmal Down

Yes Hyper Large Yes Yes Long Aarskog
No Hyper Megalo Yes No Long Catcry

amkww—-lk_:

Definitions: A1: round face, A2: telorism, A3:comea, A4:
antimongoloid slanting of palpebral fissures, A5: jris-defects,
AG: eyelashes, Aarskog: Aarskog syndrome, Down: Down
syndrome, Cat-cry: Cat-cry syndrome.

Accuracy and Coverage
By the use of these notations, classification accuracy and coverage
(true positive rate) are defined as:

)= [xleND]|

)= |51z ND|
IR Py

oR(D ,
R |D|

Kr(D

where [x/rand |4| denote a set which satisfy a relation R, the
cardinality of a set 4, respectively. In the above example, when R
and D are set to [iris-defects=no] and [class=Down], the
accuracy and coverage of R as to D are calculated as follows:
og(D)=2/3=0.67 and xxr(D)=2/2=1.0.

It is notable that or(D) measures the degree of the sufficiency of a
proposition, R—D and that k(D) measures the degree of its
necessity. For example, if the accuracy is equal to 1.0, then R—D
is true, and if the coverage is equal to 1.0, then D—R is true.
Thus, if both measures are equal to 1.0, then R <> D will hold.

Probabilistic Rules
By the use of accuracy and coverage, a probabilistic rule is defined
as:

R d,R=hila =vi],ar(D) 2 8a,xkR(D) 2 x°
which is an extension of rules in Ziarko’s variable precision rough
set model[8].
This type of rule is mainly used to represent rules which are

induced after the application of attribute-oriented generalization. It
is notable that both positive rules and negative rules are defined as
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special cases of this rule, as shown in the next subsections.

Positive Rules

A positive rule is defined as a rule supported by only positive
examples, the classification accuracy of which is equal to 1.0. It is
notable that the set that supports this rule corresponds to a subset
of the lower approximation of a target concept, which is
introduced in rough setsf4]. A positive rule is represented as:

R—d,R=n[a,=v,],ar(D)=1.0.

In the above example, one positive rule of ** Aarskog" syndrome is:
[iris-defects=yes] — Aarskog, 0=3/3=1.0.

Positive rules are often called deterministic rules. However, in this
paper, a term, positive (deterministic) rules is used, because
deterministic rules which is supported only by negative examples,
called negative rules, are also introduced as in the next subsection.

Negative Rules

Before defining a negative rule, let us first introduce an exclusive
rule, the contrapositive of a negative rule[2]. An exclusive rule is
defined as a rule supported by all the positive examples, the
coverage of which is equal to 1.0. (Exclusive rules represent the
necessity condition of a decision.) It is notable that the set
supporting a exclusive rule cormesponds to the upper
approximation of a target concept, introduced in rough sets.

An exclusive rule is represented as:

R-d,R=V[a, =v,),kx(D)=10.
In the above example, an exclusive rule of ** Aarskog” is:

[eyelashes=long] Viiris-defects=yes] — m.ch.,x=1.0.

From the viewpoint of propositional logic, an exclusive rule
should be represented as:

d—>v,la =v)],

because the condition of an exclusive rule corresponds to the
necessity condition of a conclusion d. Thus, it is easy to see that a
negative rule is defined as the contrapositive of an exclusive rule:

Aiai =vi]—»—d
which means that if a case does not satisfy any attribute value pairs
in the condition of a negative rule, then a decision d should be
excluded from diagnostic candidates. For example, the negative
rule of Aarskog is:

A—{eyelashes=long] A—{iris-defects=yes]—>—Aarskog,



In summary, a negative rule is defined as:

Aia,=v,]o~d st Vg =vj],x[a,,v]](D) =1.0,

where D denotes a set of samples which belong to a class d.
Negative rules should be also included in a category of
deterministic rules, since their coverage, a measure of negative
concepts is equal to 1.0.

Attribute-Oriented Generalization

Rule induction methods regard a database as a decision table[4]
and induce rules, which can be viewed as reduced decision tables.
However, those rules extracted from tables do not include
information about attributes and they are too simple. In a practical
situation, domain knowledge about attributes is very important to
gain the comprehensability of induced knowledge, which is one of
the reasons why databases are implemented as relational-
databases[5].

Thus, reinterpretation of induced rules by using information about
attributes is needed to acquire comprehensive rules. For example,
terolism, comeéa, antimongoloid slanting of palpebral fissures, iris
defects and long eyelashes are symptoms around eyes. Thus, those
symptoms can be gathered into a category “eye symptoms™ when
the location of symptoms should be focused on. This process,
grouping of attributes, is called attribute-oriented generalization[5).

Attribute-oriented generalization can be viewed as transformation
of variables in the context of rule induction. For example, an
attribute “iris defects” should be transformed into an attribute “eye
symptoms”. (It is notable that the transformation of attributes in
rules cotresponds to that of a database because a set of rules is
equivalent to a reduced decision table. ) So, one positive rule of
[iris-defects=yes] — Aarskog, 0=3/3=1.0
is rewritten as:
[eye-symptoms=yes] — Aarskog.

Since five attributes (telorism, comea, slanting, iris-defects and
eyelashes) are generalized into eye-symptoms, the candidates for
accuracy and coverage will be (5/6, 2/3), (3/4, 3/3), (3/4, 3/3), (3/3,
3/3), and (3/4, 3/3), respectively. In these values, minimum one

should be selected: accuracy is equal to 3/4 and coverage is equal

to 2/3. Thus, the rewritten rule becomes the following
probabilistic rule:

[eye-symptoms=yes] — Aarskog , 0=3/4=0.75, x=2/3=0.67.
This process gives us information about the location to which
medical experts pay attention in order to describe a syndrome. In
the case of Aarskog syndrome, all the positive rules given below
show that eye symptoms are very important for its diagnosis.

ALGORITHMS

Induction of Negative Rules
The contrapositive of a negative rule, an exclusive rule is induced
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as an exclusive rule by the modification of the algorithm
infroduced in PRIMEROSE-REX[2], as shown in Fig. 1.
Negative rules are derived as the contrapositive of induced
exclusive rules.

procedure Exclusive and Negative Rules;
var
L, L;: List ; /* A list of elementary attribute-value pairs */
begin
L:=P0; /*PO: A list of elementary attribute-value pairs
given in a database */
while (L#{}) do
begin
Select one pair [a=v;] from L;
f [(Xjumg " D= D) then do
' /* D: positive examples of a target class d */
begin
Le=Litav];
/* Candidates for Positive Rules */
if (Kiimg(D)=1.0)
then R.=Rev[a=v];
/* Include [a=v] in the Exclusive Rule */

L=lAa~vl;
end
Construct Negative Rules: take the contrapositive of Re;
end Exclusive and Negative Rules};

Figure 1: Induction of Exclusive and Negative Rules

Induction of Positive Rules

Positive rules can be viewed as a specific type of inclusive rules
introduced in a rule induction system, PRIMEROSE-REX[2], the
accuracy and coverage of which is equal to 1.0 and 0.0,
respectively. Both rules can be induced by using the algorithm in
PRIMEROSE-REX, shown in Fig. 2. For induction of positive
rules, we only have to change the thresholds of accuracy and
coverage into 1.0 and 0.0, respectively.

Rule Induction for Generalized Attributes

After induction of positive and negative rules, attributes are
transformed into generalized ones, according to the list given by
users. Each element of the list is represented as a tuple, (a,4,C),
where a;, A and C denote an attribute in a given data set, a
generalized attribute for a;, and the upper level concept of 4,
respectively. For example, (iris-defects, eye-symptoms, Location)
means the iris-defect is generalized into eye-symptoms with
respect to the location of symptoms. Then, attributes in both rules
are transformed by using generalized attributes (4,C) and statistics
of generalized attributes are obtained from induced rules(Fig, 3).

PRIMEROSE-REX2

The author develops a rule induction system, called
PRIMEROSE-REX2 (Probabilistic Rule Induction Method based
onRQnghSthmRulsofExpatSystananO)bywngthe
introduced algorithms. This system automatically acquires



knowledge in the following way. First, PRIMEROSE-REX2
induces negative and positive rules from a given database. Then, it
applies attribute-oriented generalization to the induce rules and
changes attributes to generalized ones.(This process is equivalent
" to transformation of variables in a database.) Finally, the system
calculates the statistics of rules obtained.

procedure Positive Rules;
var

i-integer; M, Ly List

Li=Li; /*L;: Alist of candidates generated by
induction of exclusive rules */
i=l; M:={};
fori=1tondo
/* n: Total number of attributes given in a database */
begin
while (L; #{}) do
begin
Select one pair R=A [ai=vj] from L; ;
Li=L-{R};
if (0x(D) > 3,) then do
S =Sy +{R}
/* Include R in a list of the Positive Rules */
elseM =M+ {R};
end
Liy= (A list of the whole combination of
the conjunction formulae in M);
end
end {Positive Rules},

Figure 2: Induction of Positive Rules

procedure Generalized Rules;
var
i:integer; M, L _i: List;
Lge: List; /* List for Attribute-Oriented Generalization */
begin
while (Lym# {}) do
begin
Select one pair (a,A,C) from L;
/* A: generalized attribute for a; */
/* C: General Concepts of A */
Change a, in Induced Rules into (A,C);
Li=L- {@A,0};
end
Calculate Statistics for Generalized Rules for each C;
end Generalized Rules},

Figure 3.  Induction of Generalized Rules
EXPERIMENTAL RESULTS
PRIMEROSE-REX2 was applied to a clinical database of
congenital malformation, which consists of 336 samples, 268
attributes and 12 diseases. Furthermore, attributes are classified
into 12 general attributes ( head, hair, face, eyes, nose, ears, lips,
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body, amms, fingers, legs and feet).

Statistics of Induced Rules

As statistics, the number and length of induced rules are used and
compared with those acquired directly from the expert in Tokyo
Medical and Dental University. Conceming the number of rules
for each disease, the expert gives one positive and negative rule for

The results obtained are summarized into Table 2, which shows
the averaged number and length of the positive and negative rules
induced by PRIMEROSE-REX2. Concerning postive rules, the
averaged number and length of rules obtained is 2.83 and 6.63,
respectively, while the averaged length of expert's rules is 6.66,
which suggests that this system induce rules similar to the expert of
congenital disorders. On the other hand, the averaged length of
negative rules obtained is 10.67, whereas the averaged length of
expert's rules is 7.41. Interestingly, the negative rules acquired
from the database are more redundant than expert's rules.

Table2: Number and Length of Positive and Negative Rules

Rules Samples Numberof
Rules

Length of Expert
Rules

e
Rulles

Negative 336
Rules

336 28340.75 6.63tl121 6.6610.94

1.010.0 10674345 741+2.11

Statistics of Generalized Attributes

As a statistic, the total number of generalized attributes in positive
and negative rules is selected to see which generalized attributes
are important for a diagnostic procedure. Table 3 shows the total
number of generalized attributes used in positive and negative
rules. Asaresult, symptoms in eyes, noses, ears, lips, fingers and
feet are frequently used to describe those rules, which suggest that
these six locations should be indispensable to make a differential

Table 3. Number of Generalized Attributes used in Both Rules

Location _ Positive Rules  Negative Rules

Head 0.500.12 02540.09
Hair 0.3310.08 0331021
Face 0.5810.11 0.4210.05
Eyes 1.754033 3.5810.86
Nose 1.0840.75 1.6740.38
Ears 0.8310.12 0.8310.41
Lips 0.7510.04 0.754039
Body 0.3310.04 0.3310.08
Ams 0.3310.02 0.5010.13
Fingers 1.0840.43 0.9240.21
Legs 0.3310.09 0.1740.07
Feet 0.7540.12 0.8310.20




Expert System: RCOM

An expert system, called RCOM (Rule-based system for
COngenital Malformation) is developed by using the acquired
in eyes, noses, ears, lips, fingers and feet are indispensable to make
a differential diagnosis. Thus, lists of photographs, each of which
describes typical pattems of symptoms, are used to construct
input-interfaces for six locations (eyes, noses, ears, lips, fingers and
feet) so that users do not miss any inputs (Symptoms) important for
diagnosis. Users select one of those photographs in each location,
which is similar to a patient in hisher outpatient clinic. After users
select the photographs in six locations, RCOM retrieves the
symptoms from each photograph as inputs, then applies them to
positive and negative rules induced by PRIMEROSE-REX2 and

Evaluation of RCOM

RCOM was evaluated in clinical practice with respect to its
classification accuracy by using 93 patients who came to the
outpatient clinic after the development of this system.
Experimental results about classification accuracy are shown in
Table 4. The first and second row show the performance of rules
obtained by using PRIMROSE-REX2: the results in the first row
are derived by using both positive and negative rules and those in
the second row are derived by only positive rules. The third and
fourth row show the results derived by using both positive and
negative rules and those by positive rules acquired directly from a
medical expert in Tokyo Medical and Dental University. These
results show that the combination of positive and negative rules
as that expert .

Table 4 Experimental Results

Method Accuracy
PRIMEROSE-REX2 91.4 % (85M3)
(Positive and Negative)
PRIMEROSE-REX (Positive) 78.5%(73/93)
Experts (Positive and Negative) 93.5%(87/93)
Expert (Positive) 82.8%(7793)
DISCUSSION

In this paper, a rule induction system based on rough sets and
attribute-oriented generalization is introduced and was applied to a
clinical database of congenital disorders. The experimental results
above show that PRIMEROSE-REX2 automatically acquired
diagnostic rules whose performance is as good as a medical expert.
Interestingly, as shown in Table 4, the difference between RCOM
and a medical expert in misclassification is only two cases: further
analysis shows that these two cases are complicated and have at
cases are very difficult even for a domain expert to diagnose. Thus,
this system can be said to achieve almost the same performance as
amedical expert of congenital disorders.

However, this discussion may be true in a differential diagnosis
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from 12 diseases, which are frequently observed in an outpatient
clinic: actually, more than 1000 syndromes are reported in the
domain of congenital malformation[6,7], some of which are
cannot support these syndromes unobserved in a given database.
Thus, rules induced from databases should be reviewed by domain
experts to check whether acquired knowledge covers a domain
enough or not. If not, it is necessary to acquire knowledge from the
experts about unobserved diseases or to ask them to check the
quality of given databases. It will be our future work to develop a
more sophisticated knowledge acquisition process in which rule
induction methods help domain experts to extract useful
information from databases.

CONCLUSIONS

In this paper, the author presents a systematic approach from
automated knowledge acquisition method to evaluation of an
medical expert system based on induced rules. First, positive,
negative and generalized rules are defined by using rough sets and
attribute-oriented generalization and a rule induction method is
introduced. Secondly, the system was applied to a database of
congenital malformation. Thirdly, by the use of the induced
knowledge, an expert system which makes a differential diagnosis
on congenital malformation is developed. Finally, this expert
system was evaluated in clinical practice, the results of which
show that the system performs as well as a medical expert.
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