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The capture of patient data in a structured format
receives increasing attention. Data can be extracted
from free text using natural language processing
techniques, but it can also be collected in a structured
fashion at the time of data entry. The latter has the
advantage that completeness and unambiguity can be
promoted by offering predefined terms and optionsfor
description of findings. The paper discusses two
models for supporting structured data entry. In the
direct model, there is an immediate relationship
between the terms and options for data entry and the
structure of the underlying database. In the indirect
model, terms and options for data entry are based on
a controlled vocabulary and not directly related to the
structure in which actual data is represented. Both
models have been utilized by ORCA (Open Recordfor
CAre). We discuss the pros and cons of these two
models in relation to the type ofpatient data and the
task involved. It is concluded that a strategic
combination of both models has more strengths and
less weaknesses than the use of each model only.

INTRODUCTION

The growing body of medical knowledge and
complexity of patient care has made sharing of data
among care providers more important and has
increased the need for decision-support and access to
reference knowledge. Other demands on patient data
involve clinical research, epidemiologic studies,
quality assessment, and health care management [1-4].
Free text may be the easiest way to collect and store,
but its usability is very limited [5]. As soon as data
need to be available for consultation and interpretation
by a variety of people or systems, accessibility,
standardization, completeness, and reduction of
ambiguity become important. The collection and
representation of patient data in a structured, coded or
codable format, has been an important research focus
for more than two decades. The efforts have produced
a variety of strategies involving natural language
processing (NLP) and structured data entry (SDE).
NLP is used to extract coded data afterwards from
free text [6,7], whereas SDE involves the use of a
predefined structure and vocabulary at the time of
data entry [8-14]. In parallel, there are efforts to
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arrive at standardization, which are reflected in the
development of a variety of coding systems [15-17],
controlled vocabularies, and representation schemes
for data and knowledge exchange [19-22].
In this paper, we will focus on two models underlying
SDE: the direct model and the indirect model. Both
have strengths and weaknesses, but they are seldom
found in combination and we will explain how a
combination of the two can produce a very powerful
mechanism for the collection and retrieval of
structured, codable data.

THE PROS AND CONS OF TWO MODELS

The direct model
With the term 'direct' model we refer to applications,
involving a direct mapping between items on the data
entry screen and the attributes in the tables of a
relational database. A direct model has several pros
and cons. We will start with the positive aspects.
Implementation can be done with most commercially
available relational database systems [23] and once
the data to be collected are known, modelling is
straightforward. The collected data are transparent in
the sense that tables and their contents can be
browsed in a meaningful way. Furthermore, data can
be extracted from the database in a variety of views
using standard (SQL) queries. Hence, data exchange
with other relational databases poses few technical
problems.
Disadvantages involve maintenance and also include
redundancy and lack of semantics. When both the
domain of application and the number of users are
limited, modelling and implementation do not require
much effort. However, every change or expansion of
the data entry set requires changes in the database, the
interface, and the corresponding queries. In medicine,
with its variety of specialties and physician
preferences, a huge number of screens and tables
would be necessary to tailor applications to their
users. The effort of maintenance would exponentially
grow with expansion of the domains to be covered.
The problem of redundancy is a consequence of the
fact that each database attribute has to be uniquely
addressed. Because of the differences in focus, the
internist will probably work with a different table for
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findings at physical examination than the neurologist.
Some concepts, however will be present in both. A
concept, such as blood pressure, may be present in
several tables, possibly with different attribute names.
A query involving all blood pressure measurements
would require knowledge of all attributes in the
database, representing that concept. Such semantics
are not inherent to the relational model, but will have
to be explicitly added and maintained by system
experts. Another approach would be to define a
variety of views on a set of tables, where each
attribute is present only once. However, most
databases only support queries on views and do not
allow inserts and updates on views. Even if that
functionality is present, the database structure will be
far from optimal for individual applications and many
tables would be very sparsely filled.

The indirect model
Indirect models are often used in applications with
knowledge-driven data entry [24-28], where screen
options are dynamically created on the basis of a
controlled vocabulary and user input. Such a dynamic
approach requires that database structure and content
are not related. This can be achieved by storing
findings as instantiations of concepts. A finding
entered as '... - heart - murmur - phase - systolic' can
be represented as a tree by a table with parent-child
pairs: (obj 12,obj 13), (obj 13,obj 14), (obj 14,obj 15),
where objl2 = 'heart', objl3 = 'murmur', etc. Any
finding can be represented in this format.
The term 'indirect' denotes that the attributes in this
table cannot be immediately interpreted, but require a
mapping to their corresponding concepts to become
meaningful. The indirect model also has pros and
cons. Compared to the direct model, the pros and
cons are essentially reversed.
Knowledge-driven data entry and the instantiation of
concepts constitute a flexible strategy. The indirection
allows for a powerful modular approach in which
declarative and procedural knowledge are separated.
Declarative knowledge applies to the contents of the
knowledge base. Procedural knowledge applies to the
algorithms that support data entry and retrieval using
the contents of the knowledge base and user input.
Likewise, an editor for knowledge base maintenance
only involves procedural knowledge. Changes or
expansion of the data entry set do not require changes
to the database or interface architecture, but only
require updating of the knowledge base. The model
can be compared to a VCR where the recorder
represents the procedural knowledge and the tape the
declarative knowledge. Changing the tape requires no
changes to the recorder. Hence, the indirect model is

pre-eminently suited to tailor data entry to the needs
of a specific specialty, department, or even user.
Because of instantiation of concepts, there is no need
for redundant concepts in the knowledge base. A non-
redundant knowledge base explicitly represents the
semantics that are not present in the direct model. A
query involving all blood pressure measurements in a
patient boils down to retrieving all objects that are
instantiations of the concept blood pressure.
Retrieval in the indirect model is not as
straightforward as in the direct model and
consequently, patient data cannot be directly browsed
in a meaningful way: all data have to mapped to their
corresponding concepts. Explicit retrieval of complex
findings may involve mapping of smaller or larger
trees of objects. In a direct model, each query requires
a specific query-script. In an indirect model, the
database attributes are not directly accessible. A
general query algorithm is required to retrieve the
patient data. Yet, such retrieval software is procedural
knowledge. Once the algorithm is available, it is
independent of the contents of the knowledge base
and the amount of data stored.

DISCUSSION

Even with insight in the overall strengths and
weaknesses of the two models, the pros and cons do
not weigh equally for every part of the patient record.
The tradc-off also depends on the task for which
patient cata are needed. The following paragraphs
discuss aspects that need to be considered in more
detail to take advantage of the best of both worlds.

Which model for what data?
As explained above, the most essential characteristic
of the indirect model is its flexibility. Hence, the
model should only be used when the advaptage of
flexibility outweighs the disadvantage with respect to
retrieval. There are several categories of patient data.
They can be divided in categories that vary highly per
specialty and those that are very similar among most
specialties. Depending on specialty and personal
preferences, notes on history and physical examination
may cover different topics in varying detail. A
cardiologist may omit to check the reflexes, whereas
a neurologist examines them all in detail. On the other
hand, it is likely that a cardiac murmur is only
mentioned by a neurologist and described with all its
aspects by the cardiologist. Similar examples may be
given for certain test results, such as ultrasound, MRI,
and X-rays. In other words, the attributes needed to
describe the findings are variable. Data entry for these
categories can best be supported with the indirect

798



model. Other categories, such as laboratory test
results, medication, and diagnosis, do not show much
variation in the sense that the attributes needed to
describe them are not domain-dependent. A drug
prescription involves the name of the drug, the
dosage, route of administration, and frequency of
intake, irrespective of the kind of drug. In the same
way, laboratory test results involve the name of the
test, the value, the normal range, and possibly a unit
of measure. Data entry of medication, laboratory test
results, and diagnoses can best be supported by the
direct model, taking advantage of the transparency of
the model and the straightforward retrieval.

Efficiency of data entry.
It is often expressed that flexibility is achieved at the
expense of efficiency, because flexibility requires
generality. Efficiency of data entry is highly
determined by the way a certain model is used in an
actual implementation. When the direct model would
be used to build a large number of screens, covering
all possible findings for all specialties in detail, then
data entry and retrieval would involve navigation
through many of these screens and becomne
cumbersome. On the other hand, data entry via a well
designed screen, tailored to a specific task, will be
much more efficient than navigation through a large
menu tree, based on an indirect model.
Hence, the question should be reformulated as: Which
model has the largest potential for efficient data
entry? Although the direct model permits the
development of highly dedicated interfaces for data
entry, such interfaces place very high demands on
maintenance. It is questionable whether these demands
can be met when scaling up such an application. It is
certainly true that navigation through a large number
of menus is by far not optimal for data entry. Yet,
using an indirect model does not preclude the use of
screens, tailored to a specific task. Such screens can
be based on a view of the knowledge base, where
each item on such a screen provides immediate access
to the proper position in the knowledge base as if the
author had been using a menu tree.
However, there are additional advantages of using an
indirect model for data entry. First, the physician has
freedom to choose the degree of detail in which he
wishes to express his findings. This is important
because it allows physicians to gradually migrate from
using free text to a more structured style of reporting.
Furthermore, the degree of detail needed may vary
according to the situation: description of a major or
minor complaint, daily routine or a clinical study. The
second advantage is that a physician can enter
findings beyond the scope of his own dedicated

screens when he is confronted with observations
outside his domain of expertise. Third, data entry can
be made more efficient by using physician-specific
descriptions of statements which' meaning is not
trivial. A typical example are statements of the type
'X=normal'. The meaning of such statements may
vary among physicians. However, the meaning per
individual physician is fairly constant and related to
his personal style of history taking and physical
examination. The physician-specific descriptions can
be acquired and updated interactively and re-used for
substitution whenever applicable. Since a routine
history and physical examination often produce many
normal findings, a considerable gain can be achieved,
both in time and in quality of information.

Effi'ciency of retrieval.
Speed of retrieval is closely related to the size and
structure of the implemented database, and the
complexity of the query. This applies to both models.
The main concern is whether retrieval in the indirect
model is acceptable, since it is less straightforward
than in the direct model. In this respect, it is
important to distinguish two types of queries, each of
which has different consequences for speed in the
indirect model. One type of query involves the data
belonging to one patient, the other type involves data
from groups of patients. Patient care mostly involves
retrieval of data within one patient. This is fairly
straightforward as only one object tree or needs to be
traversed and displayed. This type of retrieval is fast,
which fits with the time-pressure that is often present
in patient care.
When a query involves a number of criteria for a
group of patients, matching may become more
complex and time-consuming than in the direct model.
However, such queries are primarily done in a
research setting, where time is not as critical as during
office hours. The fact that a particular query in a
direct model may be faster than its equivalent in an
indirect model, does not mean that 'direct' retrieval is
simply preferable over 'indirect retrieval'. Direct
retrieval requires knowledge of SQL and thorough
insight into the database to be queried. When
technical people need to offer assistance, retrieval
time may be in the order of hours to days. The
advantage of an indirect model is that the knowledge
base can be used to support the end-user in defining
his queries interactively with immediate feedback.

Maintenance and consensus.
In the context of research, it is essential that all
participants agree on the data set to be collected.
However, daily routine in patient care requires room

799



for departmental and personal preferences. With the
direct model, user satisfaction requires as many
implementations as there are different needs. For
practical reasons, it is desirable that such needs are
formulated at the level of a specialty or department.
Hence, someone in that department will be
responsible to achieve consensus on data items and
screen layouts. This is a difficult and continuous task.
Apart from maintenance effort, the result will be a
compromise for most of the users involved.
With the indirect model, there is still an expert needed
to define the contents of the knowledge base.
However, there need not be as much concern for
achieving consensus. The contents of the knowledge
base can cover all data items that a variety of
physicians want. This permits physicians to enter
extra detail in a structured fashion. Views can be
defined to enforce adherence to minimal departmental
requirements. Data entry for routine and scientific
purposes can easily be combined.

Adding semantics to the patient data
In his foundations for the electronic patient record,
Rector proposed two levels of information [29]. Level
one includes all information that stems from what
physicians observed, thought, and did. Descriptions of
findings and medical interventions belong to this first
level. Level two provides the links between the
components at the first level to make explicit how
they fit into the line of reasoning and decision-
making. In the direct model, the finest possible
granularity for the links is at the level of a set of
findings, corresponding to a row in a database table.
This is sufficient to express for example that drug A
is given because of lab result B. However, when
many items pertaining to the physical examination are
represented in one table, it is only possible to make
explicit that "a chest X-ray was requested because of
the findings at physical examination". It is not
possible to state that the X-ray was requested because
of the complaints "cough" and "fever". In the indirect
model, the finest granularity is not a fixed set of
items, but any sequence of instantiations, representing
one or more findings. Although there may not be
many occasions in which such granularity is needed
or relevant, the option may be useful for
understanding treatment in complex cases, for
research, and automated decision-support.

CONCLUSION

We have explained pros and cons of two models for
SDE: the direct model and the indirect model. The
two models are complementary in many aspects: their

Table 1. Summary of pros and cons of both models
Direct model Indirect model

- Direct browsing of data - No redundancy
tables - Semantics

- Direct retneval - Flexible in:
- Data exchange - data entry

- data retneval
- expansion
- scaling up

- Redundancy - No direct browsing of
- No semantics data
- Less flexible in: - Special retrieval

Cons - data entry algofithm required
- data retrieval - Data exchange not
- expansion straightforward
- maintenance

- Effort scaling up

pros and cons are virtually reversed, as can be seen in
Table 1. The main trade-off between the two involves
flexibility and efficiency. The balance between
flexibility and efficiency varies with the type of
patient data involved. When flexibility is important,
SDE can best be supported with the indirect model.
This applies to patient data that vary greatly per
specialty, such as history and physical examination.
Other categories, such as laboratory test results,
medication, and diagnoses, can best be reported using
a direct model. The patient record, now called ORCA
(Open Record for CAre), combines the strengths of
both models into a powerful strategy with much gain
in flexibility, efficiency, and maintenance [30]. Even
more, the remaining disadvantages regarding retrieval
of the combined model are less than those of each
model when applied alone. We are rapidly
approaching an era in which the capture of structured
data, directly by the physician, will no longer remain
an unattainable goal.
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