
Supporting Text 3:
Supplementary Examples

In order to demonstrate the methods in the main text, we run through simple Boolean network
models to look at

1. Partial state sequences that occur within attractors (Definition 3)

2. Identifying subsystems (Definition 4,5 and 6)

3. Discovering how subsystems are regulated (Definition 7)

The theory behind Definitions 3 - 7 is discussed using the examples in

1. Section S3.1 (Definition 3)

2. Section S3.2 (Definitions 4-6)

3. Section S3.3 (Definitions 6-7)

Associated algorithms are described in Supporting Text 1 .

S3.1 Example 1: Definition 3

Here, we explain the main features of this definition, by use of the simple example shown in
Fig.S3.1. For N = {n1, n2}, the partial state sequence

P =





xN
0 = {s1 = 0, s2 = 0},

xN
1 = {s1 = 1, s2 = 0},

xN
2 = {s1 = 1, s2 = 1},

xN
3 = {s1 = 0, s2 = 1}

=

occurs within the two attractors in Fig.S3.1 (B and C) since the partial states cycle with the
attractors. The 3 properties of Definition 3 are satisfied using integers b0, ..., bp−1 shown in the
tables below

B
k 0 1 2 3 4 5 6 7
bk 0 1 1 2 3 3 3 3

C
k 0 1 2 3 4 5 6 7 8 9
bk 0 1 1 1 1 2 3 3 3 3

Property 1 is satisfied since zk contains xN
bk

, for k = 0, ..., p− 1. Property 2 and 3 are satisfied
because bk (Position in P ) cycles through 0, ..., q − 1 as k (Position in A) cycles through 0,
...,p− 1; whilst the time between each change in P is ignored. Another way of looking at this
definition, is that there is a function f : A → P that maps the states in A (modulo p) onto the
states in P (modulo q).
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Properties 2 and 3 imply that only the logical transition of partial states within the attractor
is important, not the exact length of time each partial state xN

i ∈ P remains. In the example,
xN

1 = {s1 = 1, s2 = 0} takes an extra two time steps in Fig.S3.1C once the inhibitor n3 is
active. Since the logical relationship between n1 and n2 is the same in both attractor cycles
(i.e. n1 and n2 form a negative feedback loop, which creates oscillatory behaviour), it may be
advantageous to ignore these time lags. Taking account of such time lags could be especially
important in genetic regulatory systems, where the same process may take different lengths of
time under different conditions. In the example of cell cycle regulation, some mutations can
alter the time taken for a round of cell division, without necessarily altering the relationships
that exist between other proteins (Chen et al , 2004).

Property 3 ensures that P is the smallest possible set of partial states that cycles with A. This
leaves a partial state sequence that just describes the ′order′ in which the node states change in
A (for nodes in N).

Firstly, as is the case in the above example, if a partial state xN
i ∈ P occurs for ′c′ consecutive

time steps in A, xN
i is only written down once. However, this does not prevent xN

i occurring
later on in P .

Secondly, if a partial state sequence cycles multiple times within an attractor cycle, only a single
copy is kept. For example, in the Boolean network model in Fig.S3.2, the partial state sequence
in Fig.S3.2C occurs in the attractor in Fig.S3.2D and cycles 3 times within it. The 3 properties
of Definition 3 are satisfied using integers b0, ..., bp−1 shown in the table below

k 0 1 2 3 4 5
bk 1 0 1 0 1 0
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A B C

D Node Boolean function

n1 s1(t + 1) = 1 IF s2(t) = 0
s1(t + 1) = 0 otherwise

n2 s2(t + 1) = 1 IF s4(t) = 1 OR s7(t) = 1
s2(t + 1) = 0 otherwise

n3 s3(t + 1) = 1 IF s3(t) = 1
s3(t + 1) = 0 otherwise

n4 s4(t + 1) = 1 IF s1(t) = 1 AND s3(t) = 0
s4(t + 1) = 0 otherwise

Node Boolean function

n5 s5(t + 1) = 1 IF s1(t) = 1
s5(t + 1) = 0 otherwise

n6 s6(t + 1) = 1 IF s5(t) = 1
s6(t + 1) = 0 otherwise

n7 s7(t + 1) = 1 IF s6(t) = 1
s7(t + 1) = 0 otherwise

Figure S3.1: (A) Example of a Boolean network model with Boolean functions in D. B and C are
attractors for the Boolean network model. Here white / black corresponds to the node having
state 1 / 0 (resp). (B) Attractor involving 8 network states. (C) Attractor involving 10 network
states, where one of the paths from n1 to n2 is blocked by n3.

A B
Node Boolean function

n1 s1(t + 1) = 1 IF s1(t) = 1
s1(t + 1) = 0 otherwise

n2 s2(t + 1) = 1 IF s1(t) = 1 AND s2(t) = 0
s2(t + 1) = 0 otherwise

n3 s3(t + 1) = 1 IF s1(t) = 1 AND s5(t) = 0
s3(t + 1) = 0 otherwise

n4 s4(t + 1) = 1 IF s3(t) = 0
s4(t + 1) = 0 otherwise

n5 s5(t + 1) = 1 IF s4(t) = 0
s5(t + 1) = 0 otherwise

C D

Figure S3.2: (A) Example of a Boolean network model with Boolean functions in B. C is a
partial state sequence that occurs in the attractor in D. Here white / black corresponds to the
node having state 1 / 0 (resp)
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S3.2 Example 2: Subsystems and their regulation

This example corresponds to the simple Boolean network model in Fig.S3.3.

S3.2.1 Subsystems

In order to demonstrate the method of finding subsystems, we use this example to describe and
justify the main features of Definitions 4, 5 and 6 (one at a time).

The model in Fig.S3.3 has,

(a) 5 attractors A1, ..., A5.

(b) : Definition 4
11 intersection sequences P1, ..., P11 that intersect at sets of attractors C1, ..., C11 respec-
tively (see Fig.S3.3 and Table S3.1A)

(c) : Definition 5
9 partition sequences P1, ..., P8, P12 (see Fig.S3.3 and Table S3.1B)

(d) : Definition 6
5 subsystems S1, ..., S5 (see Fig.S3.4)

As explained in the main text, the method of identifying subsystems is a 2 stage process that
breaks up the system’s attractors, to leave partial state sequences that are optimally distin-
guishable from one another. The first stage involves identifying partition sequences (satisfying
Definition 5), whilst the second stage uses these partition sequences to identify subsystems (sat-
isfying Definition 6)

Stage 1 : Identifying Partition Sequences

This stage works by first identifying all intersection sequences that satisfy Definition 4. These
are then used as the basis for identifying partition sequences (satisfying Definition 5). Below,
we explain Definitions 4 and 5. An algorithm for identifying all partition sequences is given in
Supporting Text 1 (Section S1.2).

Intersection sequences provide a hierarchical breakdown of the set of attractors. Any partial
state sequences P that satisfies Definition 4 will be conserved across a set of attractors C (by
properties 1 and 2). Moreover, property 3 ensures that the full set of intersection sequences
P1, ..., Pr (r = 11 in this case) give a strict hierarchical breakdown of the global dynamics (the
attractors A1, ..., A5 in this case). To see this hierarchy, consider the intersection sequences in
Fig.S3.5A and Fig.S3.3. If a link joins an intersection sequence Px (top) to another Py (bottom)
then

1. Nx ⊂ Ny (where Ni is the node set for Pi)

2. Cx ⊃ Cy (where Pi intersects at Ci)

3. Px occurs in Py
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This hierarchy exists because of property 3 of Definition 4. Given an intersection sequence P
(for a node set N), the addition of any extra node nk /∈ N implies that is no longer possible
to find a single partial state sequence P ′ (for the larger node set N ∪ {nk}) that is conserved
across the same set of attractors (C say). Instead, either

1. Adding nk to P leads to new partial state sequences Q1, ..., Qj that occur within lower
order intersection sequences P ′

1, ..., P ′
j . Each one of these lower order intersection sequences

will be distinct and conserved across a smaller set of attractors C′1, ..., C′j (each one
contained in C)

2. P is already an attractor and occurs at the bottom of the hierarchy.

For example, P9 involves nodes n1 and n3 and occurs in 4 attractors A2, A3, A4 and A5.
However, after taking any of the nodes n2, n4 or n5 into consideration (alongside P9), it is no
longer possible to find a partial state sequence that occurs in A2, A3, A4 and A5. Instead, we
get the following

Adding n2

Adding n2 to P9 leads to new partial state sequences Q1, Q2, Q3, Q4 that occur within
lower order intersection sequences P2, P3, P4 and P5.

Adding n4

Adding n4 to P9 leads to new partial state sequences Q5 and Q6 that occur within lower
order intersection sequences P6 and P7.

Adding n5

Adding n5 to P9 leads to new partial state sequences Q7 and Q8 that occur within lower
order intersection sequences P6 and P7.

Although Definition 4 provides us with a hierarchical breakdown of the attractors, some of
the resulting sequences may not be fundamental to the make up of an attractor. Definition 5
provides a stronger way of partitioning up the dynamics in a hierarchical manner.

In this example, P9, P10 and P11 all occur in exactly the same set of attractors and branch off
from a common core component (P12 = {s1 = 1}). Moreover, P9, P10 and P11 combine together
in two non-independent ways to form the intersection sequences P6 and P7. Therefore, P9, P10

and P11 aren’t fundamental to the make up of an attractor, rather intermediaries between the
common core component P12 and the intersection sequences P6 and P7.

To filter out such intermediaries, Definition 5 uses the information about intersection sequences
to look for partial state sequences P that satisfy one the following 3 stronger properties (for
some set of attractors C)

A : P is Core to C
The following 3 properties hold for P

1. P occurs in an intersection sequence P ′, which intersects at C (P can equal P ′).

2. If an intersection sequence Q (for a node set M) intersects at D (where D ∩ C 6=
∅), then there exists an intersection sequence Q′ (for a node set M ′ ⊇ M ∪ N) that
occurs in every attractor A ∈ D ∩ C

3. 1 and 2 are not true for any larger partial state sequence P ′′ (for a node set N ′′ ⊃ N)
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B : P is Exclusive to C
P is the only intersection sequence that intersects at C.

C : P is Independently Oscillating
P intersects at C and cycles out of phase with another intersection sequence Q. i.e. ∃ Q
that involves the node set M and intersects at D, for which

1. | C ∩ D | ≥ 2

2. N ∪ M = V (the set of all nodes)

Returning to the simple example in Fig.S3.3, there are 9 partition sequences (see Table S3.1B). 8
of the 11 intersections sequences are also partition sequences because at least one of the following
are true

A They are core to Ci (P1, P2, P3, P4 and P5).

B They are exclusive to Ci (P1, P2, P3, P4, P5, P6 and P7).

C They represent cyclic sub-dynamics that cycle out of phase to create more than 1 attractor
(P6, P7 and P8)

In the third case, P6, P7 and P8 pair up as in two different ways. Pairs combine together in a
quasi-independent way to create the attractors A2, A3, A4 and A5; as follows

(a) P6 and P8 combine in two different ways to create A4 and A5

(b) P7 and P8 combine in two different ways to create A2 and A3

The final partition sequence is P12, which is core to the set of attractors C12 = {A2, A3, A4, A5}.
Although P8, P9, P10 and P11 occur in the same attractors they are not core to C12 because
whenever one (Px, say) occurs in an attractor, so does another (Py, say) with a divergent
node set. (i.e. Nx * Ny, Ny * Nx). Therefore, P12 acts as a central point from which these
intersections sequences branch off.

As can be seen in Fig.S3.5C, a hierarchy is maintained between the partition sequences.

Stage 2 : Identifying Subsystems

Partition sequences can be viewed as being both stable and separable from the dynamics of the
rest of the network. However, it is often the case that a partition sequence (Px) is contained
within another (Py) and so they are not strictly distinct. Moreover, the attractors themselves
are all classed as partition sequences. Therefore, subsystems are those components that are
unique to a partition sequence. i.e. they are the units that separate and uniquely describe the
key components of the attractors.

Returning to the simple Boolean network model in Fig.S3.3. This model has the 5 subsystems
S1, S2, S3, S4 and S5 (shown in Fig.S3.4) which are the unique components of the partition
sequences P1, P6, P7, P8 and P12 (resp) from Fig.S3.3. As can be seen in Table S3.1C, not all
partition sequences have a unique element. This is because they are a consequence of two or
more smaller partition sequences.
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Fig.S3.5D shows how the subsystems relate to the hierarchy between partition sequences. From
this figure it is evident that subsystems can also link up in a hierarchical manner.

As expected, in such a basic example, the subsystems (identified purely from the dynamics)
correspond well with the underlying network (Fig.S3.3A), with S2, S3 and S4 representing the
sub-dynamics of the two main network motifs. S5 acts as a background condition that is both
necessary for S2, S3 and S4 and distinguishes C = {A2, A3, A4, A5} from A1 = S1, which is a
distinct dynamic in its own right.

S3.2.2 Regulation of subsystems

Table S3.2 shows how each subsystem in this example is regulated. Each subsystem is dependent
on itself, whilst the inter-subsystem dependencies are consistent with the underlying network.

Because of the simplicity of this example, we do not explain the details of Definition 7 and the
method of identifying regulation sets here. Instead, we give a more detailed explanation with
the next example (Example 3 in Section S3.3)
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A B Node Boolean function

n1 s1(t + 1) = 1 IF s1(t) = 1
s1(t + 1) = 0 otherwise

n2 s2(t + 1) = 1 IF s1(t) = 1 AND s2(t) = 0
s2(t + 1) = 0 otherwise

n3 s3(t + 1) = 1 IF s1(t) = 1 AND s5(t) = 0
s3(t + 1) = 0 otherwise

n4 s4(t + 1) = 1 IF s3(t) = 0
s4(t + 1) = 0 otherwise

n5 s5(t + 1) = 1 IF s4(t) = 0
s5(t + 1) = 0 otherwise

C

A1 (= P1) A2 (= P2) A3 (= P3)

A4 (= P4) A5 (= P5)

D

P6
P7

P10

P8

P11

P9

P12

Figure S3.3: Example of a Boolean network model with the network shown in A, Boolean
functions shown in B and attractors A1 to A5 shown in C (which are also partial state sequences).
(D) Other partial state sequences of interest (discussed in text and Table S3.1). Here white /
black corresponds to the node having state 1 / 0 (resp)
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Table S3.1: Table summarising the properties of the partial state sequences in Fig.S3.3C and D.
(A) Intersection sequences, along with the attractors they occur in. (B) Partition sequences along
with which of properties A, B and C they satisfy in Definition 5. (C) The unique components
of the partition sequence. These are the subsystems shown in Fig.S3.4

A
Intersection Intersects at ...
sequences
P1 C1 = {A1}
P2 C2 = {A2}
P3 C3 = {A3}
P4 C4 = {A4}
P5 C5 = {A5}
P6 C6 = {A4, A5}
P7 C7 = {A2, A3}
P8 C8 = {A2, A3, A4, A5}
P9 C9 = {A2, A3, A4, A5}
P10 C10 = {A2, A3, A4, A5}
P11 C11 = {A2, A3, A4, A5}

B
Partition Core Exclusive Independently
sequences Oscillating with ...
P1 C1 = {A1}

√ ×
P2 C2 = {A2}

√ ×
P3 C3 = {A3}

√ ×
P4 C4 = {A4}

√ ×
P5 C5 = {A5}

√ ×
P6 × √

P8

P7 × √
P8

P8 × × P6, P7

P12 C12 = {A2, A3, A4, A5} × ×

C
Partition Unique
sequence Component
P1 S1 (= P1)
P2 N/a
P3 N/a
P4 N/a
P5 N/a
P6 S2

P7 S3

P8 S4

P12 S5
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S1 S2 S3 S4

S5

Figure S3.4: Subsystems for the simple Boolean network model in Fig.S3.3. These are the
unique components of the partition sequences (Table S3.1B,C)

A B

C D

Figure S3.5: Examples of hierarchy involving partial state sequences from Fig.S3.3. In each case,
node i corresponds to the partial state sequence Pi. In each case, if a link joins a partial state
sequence Px (top) to another Py (bottom), Px occurs in Py and is conserved across a greater
number of attractors. (A) Hierarchy between intersection sequences. (B) Hierarchy after the
core component P12 is introduced. Grey nodes correspond to those sequences that are NOT
partition sequences. Removing these grey nodes gives rise to the hierarchy in C. (D) Hierarchy
between partition sequences. Blue nodes correspond to sequences with sub-dynamics that are
distinct from those in sequences further up the hierarchy. These 5 distinct sub-dynamics are
the subsystems. White nodes correspond to sequences that are just a combination of sequences
further up the hierarchy, in D.
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Table S3.2: Table showing the collections of subsystems that regulate each individual subsystem
Sy (for the Boolean network model in Fig.S3.3 and subsystems in Fig.S3.4). Column 2: Each
row shows a collection of subsystems (Sgroup) that can trigger Sy

Subsystem Regulation set
S1 S = {S1}
S2 S = {S2,S5}
S3 S = {S3,S5}
S4 S = {S4,S5}
S5 S = {S5}

S3.3 Example 3: Subsystems and their regulation

In order to show that the subsystem definitions are suitable for larger systems, we test it out on
the Boolean network model shown in Fig.S3.6A and B (below). The primary objectives of this
example is to (a) show that the new method gives sensible subsystems and (b) demonstrate the
method for deciphering how each subsystem is regulated.

S3.3.1 Identifying subsystems

The model in Fig.S3.6A and B is relatively simple in that it is constructed from common net-
work motifs, many of which are associated with genetic regulatory networks (e.g. Lee et al
(2002), Shen-Orr et al (2002), Tyson et al (2003), Lahav et al (2004), Elowitz & Leibler (2000)).
However, the global dynamics appear much more complicated, since it has 129 attractors.

This model has 20 subsystems (shown in Fig.S3.7), which can be found directly from the 129
attractor cycles and significantly simplify the description of the dynamics. In groups A, B,
C, D, all of the subsystems are completely consistent with the network motifs. In group E,
the subsystems are slightly more complex but still accurately capture key sub-dynamics in the
system. n11 and n12 are part of a network motif called the toggle switch and appear together in
3 subsystems (SE1, SE4 and SE5), each one representing a different state the toggle switch can
take. However, in all 3 subsystems, other nodes are involved because the states of those nodes
are inseparable from the state of the toggle switch. Interestingly SE1, SE4 and SE5 also capture
the dynamics of the feed-forward loop involving n12, n13 and n14. In SE1 and SE4, there is no
permanent signal from n12. In this case, n13 acts as a filter and appears in these subsystems,
whilst n14 is left OFF and occurs in a separate subsystem on its own (SE3). However, once n12 is
permanently ON (SE5), n13 and n14 both receive the signal and appear in the same subsystem.

A point to note here, is that subsystems (of size q > 1) are specifically associated with the
type of updating scheme used in the default Boolean network model (i.e. deterministic and
synchronous updates). For example, SC3, SC4, SC5 and SC6 might not occur within attractors
from an equivalent model with asynchronous / stochastic updates. However, after identifying
subsystems with a default Boolean network model, subsystems can be grouped together to isolate
parts of the network worth studying in more detail. For example, because SC1, SC2, SC3, SC4,
SC5 and SC6 are identified as subsystems and they involve the same set of nodes (n5, n6, n7, n8),
they can be grouped together to isolate a part of the network that is possibly worth studying
with more detailed mathematical models.
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A

B
Node Boolean function

n1 s1(t + 1) = 1 IF s1(t) = 1
s1(t + 1) = 0 otherwise

n2 s2(t + 1) = 1 IF s1(t) = 1 AND s4(t) = 1
s2(t + 1) = 0 otherwise

n3 s3(t + 1) = 1 IF s2(t) = 1
s3(t + 1) = 0 otherwise

n4 s4(t + 1) = 1 IF s3(t) = 1
s4(t + 1) = 0 otherwise

n5 s5(t + 1) = 1 IF s1(t) = 1 AND s8(t) = 1
s5(t + 1) = 0 otherwise

n6 s6(t + 1) = 1 IF s4(t) = 1 OR s5(t) = 1
s6(t + 1) = 0 otherwise

n7 s7(t + 1) = 1 IF s6(t) = 1
s7(t + 1) = 0 otherwise

n8 s8(t + 1) = 1 IF s7(t) = 1
s8(t + 1) = 0 otherwise

n9 s9(t + 1) = 1 IF s1(t) = 1 AND s9(t) = 0
s9(t + 1) = 0 otherwise

Node Boolean function

n10 s10(t + 1) = 1 IF s11(t) = 1 AND s10(t) = 0
s10(t + 1) = 0 otherwise

n11 s11(t + 1) = 1 IF s1(t) = 1 OR s12(t) = 0
s11(t + 1) = 0 otherwise

n12 s12(t + 1) = 1 IF s11(t) = 0
s12(t + 1) = 0 otherwise

n13 s13(t + 1) = 1 IF s12(t) = 1
s13(t + 1) = 0 otherwise

n14 s14(t + 1) = 1 IF s12(t) = 1 AND s13(t) = 1
s14(t + 1) = 0 otherwise

n15 s15(t + 1) = 1 IF s14(t) = 1 OR s17(t) = 0
s15(t + 1) = 0 otherwise

n16 s16(t + 1) = 1 IF s15(t) = 0
s16(t + 1) = 0 otherwise

n17 s17(t + 1) = 1 IF s16(t) = 0
s17(t + 1) = 0 otherwise

Figure S3.6: Example Boolean network model made up from common network motifs. The
subsystems for this model are shown in Fig.S3.7
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A SA1 SA2 SA3

B SB1 SB2 SB3 SB4

C SC1

SC4

SC2

SC5

SC3

SC6

D SD1 SD2

E SE1 SE2 SE3 SE4

SE5

Figure S3.7: Diagrams showing subsystems for the Boolean network model in Fig.S3.6. Subsys-
tems are grouped together into 5 groups A, B, C, D and E, depending on which network motifs
they correspond to
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S3.3.2 Regulation of subsystems

For each individual subsystem Sy (in this example), Table S3.3 gives a set of subsystem col-
lections S1, ..., Sg that are responsible for regulating it. In each case, S1, ..., Sg is called the
regulation set of Sy and satisfies the properties of Definition 7 (in the main text).

To demonstrate the methods employed, we discuss how the regulation set was determined for
the subsystem SC2. The basic idea is to look at every attractor A, containing SC2, and look at
which collections of subsystems S are responsible for triggering the occurrence of SC2 in A (i.e.
which collections of subsystems S satisfy Definition S2.14 in Supporting Text 2 ).

Consider the subsystem SC2

in the following attractor A

In Fig.S3.8,

A : We take the partial state xN
0 in the attractor state za = z0

B : We take the partial state xN
0 in the attractor state za = z5.

Then, in both cases, going backwards around the attractor and looking at the Boolean functions
in Fig.S3.6B, it is possible to identify a sequence of partial states zPk

k , ..., zPk−t

k−t , ..., zP0
0 for which

(a) k = cp, where c is the number of times we go backwards round the attractor and p is the
number of attractor states

(b) Pk = N and zPk
k = xN

0

(c) For i = 0, ...., k − 1 (i = k− t), zPi
i ensures the occurrence of zPi+1

i+1 in the following time
step.

(d) For i = 0, ...., k (i = k − t), zPi
i is contained in the attractor state zb ∈ A

(where b = a + i (mod p) = a− t (mod p), and a is the index of the initial attractor state)
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A B

Figure S3.8: See text for details

Here, white implies a node has state 1 and grey implies the node is not involved in the partial
state sequence (i.e. the state is not important). The bold lines correspond to progressions
backwards through a single loop of the attractor (starting with the initial attractor state za).

In the left hand figure (A), the occurrence of xN
0 in the attractor state z0 can be caused by the

occurrence of the partial state

yM0
0 = zP0

0 = {s1 = 1, s2 = 1}

in z0 (k = 12 times steps previously). We say yM0
0 is a k-predecessor of xN

0 in z0 (see Definition
S2.9 in Supporting Text 2 ). Moreover,

yM0
0 = {s1 = 1, s2 = 1} is part of the subsystem collection S = {SA1, SB3}

In fact the occurrence of SC2 = {xN
0 } in z0, ..., z5 can be caused by the occurrence of partial

states yM0
0 , ..., yM5

5 ∈ S = {SA1, SB3} in z0, ..., z5 (resp). The left hand figure (A) shows the
case a = 0 (discussed above). The right hand figure (B), shows the case a = 5, with yM5

5 = {s1

= 1, s4 = 1} ∈ S = {SA1, SB3} (which occurs in z5). Other cases can be shown in a similar
fashion.

Therefore, by following the model backwards in time, we can prove that the occurrence of SC2

= {xN
0 } in A can be explained by the combined occurrence of SA1 and SB3 at earlier points in

time. Therefore, we say that the collection of subsystems S = {SA1, SB3} triggers SC2 in A.
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Similarly, we can say that S = {SA1, SC2} triggers SC2 in A. This is because the occurrence of
SC2 = {xN

0 } in z0, ..., z5 can be caused by the occurrence of partial states yM0
0 , ..., yM5

5 ∈ S =
{SA1, SC2} in z0, ..., z5 (resp). The case a = 0 is shown below.

Different collections of subsystems are responsible for triggering SC2 in different attractors.
Carrying out the above procedure, for every attractor that contains SC2, we find that Sa = {SA1,
SC2}, Sb = {SA1, SB2}, Sc = {SA1, SB3} and Sd = {SA1, SB4} are all capable of triggering SC2.
This gives us the regulation set in Table S3.3.

In Supporting Text 2 , we describe an algorithm for finding every collection of subsystems S that
triggers an individual subsystem Sy in an attractor A (Procedure S2.19 in Section S2.2.2 of
Supporting Text 2 ). Carrying out this procedure for every attractor A, containing Sy, will give
us the full regulation set.

The use of hierarchical links

Even without the Boolean functions, it is possible to identify relationships between subsystems.
On a simple observational level, a subsystem Sx may be hierarchically linked to another sub-
system Sy, because Sx only occurs in an attractor in conjunction with the ′higher order′ Sy

(Definition S2.21 in Section S2.3 of Supporting Text 2 ).

For this example, the hierarchical links between subsystems are given in Table S3.4. However,
the direction of a hierarchical link does not necessarily correspond with the direction of the
interaction in the underlying model. For example, returning to SC2;

SA1, SB2, SB3, and SB4 are all involved in regulating SC2 but

(a) SC2 is hierarchically linked (directly) to SA1 (and additionally SA2).

(b) SB2, SB3, and SB4 are all hierarchically linked (directly) to SC2

First part(a). From Table S3.3, all 4 collections that trigger SC2, require SA1 and so SC2 only
occurs in an attractor also containing SA1. Additionally, SA1 (on its own) directly triggers SA2.
Therefore, SC2 only occurs in attractors containing SA1 and SA2.

Now part (b). SB2 can only occur alongside SA1 and, in this situation Sgroup = {SA1, SB2} can
trigger SC2. Therefore, if SB2 occurs in an attractor, so must SC2, implying SB2 is hierarchically
linked to SC2. The same is true for SB3 and SB4.
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Table S3.3: Table showing the collections of subsystems that regulate each individual subsystem
Sy (for the Boolean network model in Fig.S3.6 and subsystems in Fig.S3.7). Column 2: Each
row shows a collection of subsystems (Sgroup) that can directly trigger Sy

Subsystem Regulation set
SA1 S = {SA1}
SA2 S = {SA1, SA2}
SA3 S = {SA3}
SB1 S = {SA3}

S = {SB1}
SB2 S = {SA1, SB2}
SB3 S = {SA1, SB3}
SB4 S = {SA1, SB4}
SC1 S = {SA3}

S = {SB1, SC1}
SC2 S = {SA1, SB2}

S = {SA1, SB3}
S = {SA1, SB4}
S = {SA1, SC2}

SC3 S = {SA1, SB1, SC3}
SC4 S = {SA1, SB1, SC4}
SC5 S = {SA1, SB1, SC5}
SC6 S = {SA1, SB1, SC6}
SD1 S = {SD1, SE1, SE3}

S = {SD1, SE3, SE4}
SD2 S = {SD2, SE1, SE3}

S = {SD2, SE3, SE4}
SE1 S = {SA1}

S = {SE1}
SE2 S = {SE1, SE2}

S = {SA3, SE4}
SE3 S = {SA1}

S = {SE1}
S = {SE4}

SE4 S = {SA3, SE4}
SE5 S = {SA3, SE5}

Therefore, if we only have attractors (i.e. no mathematical model), the hierarchical links could
potentially correspond to relationships between subsystem, that are worth studying in more
detail. However, without details of a mathematical model, it is not possible to understand the
nature of these relationships.
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Table S3.4: Table showing hierarchical links between individual subsystems in Fig.S3.7 (for the
Boolean network model in Fig.S3.6). For each subsystem, Sx, the final column shows all of the
subsystems, Sy, that it is hierarchically linked to. From these links, the direct ones are shown
in the second column.

Subsystem Direct Links All Hierarchical links
SA1 SA2, SE1 SA2, SE1, SE2, SE3

SA2 SA1, SE1 SA1, SE1, SE2, SE3

SA3 SC1 SB1, SC1

SB1 − −
SB2 SC2 SA1, SA2, SC2, SE1, SE2, SE3

SB3 SC2 SA1, SA2, SC2, SE1, SE2, SE3

SB4 SC2 SA1, SA2, SC2, SE1, SE2, SE3

SC1 SB1 SB1

SC2 SA1, SA2 SA1, SA2, SE1, SE2, SE3

SC3 SA1, SA2, SB1 SA1, SA2, SB1, SE1, SE2, SE3

SC4 SA1, SA2, SB1 SA1, SA2, SB1, SE1, SE2, SE3

SC5 SA1, SA2, SB1 SA1, SA2, SB1, SE1, SE2, SE3

SC6 SA1, SA2, SB1 SA1, SA2, SB1, SE1, SE2, SE3

SD1 SE2, SE3 SE2, SE3

SD2 SE2, SE3 SE2, SE3

SE1 SE2, SE3 SE2, SE3

SE2 SE3 SE3

SE3 SE2 SE2

SE4 SA3, SE2, SE3 SA3, SB1, SC1, SE2, SE3

SE5 SA3 SA3, SB1, SC1
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