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Abstract: This paper addresses the Breast Cancer of these methods are, however, not specifically de-
diagnosis problem as a pattern classification prob- signed for the breast cancer problem. We shall dis-
lem. Specifically, this problem is studied using the cuss only those methods that are tailored to address
Wisconsin-Madison Breast Cancer data set. The K- the breast cancer problem, and in particular relevant
nearest neighbors algorithm is employed as the clas- to the Wisconsin-Madison breast cancer problem.
sifier. Conceptually and implementation-wise, the K- Setanio proposed [12] a rule extraction algorithm
nearest neighbors algorithm is simpler than the other called NeuroRule. In this work, initially an artificial
techniques that have been applied to this problem. In neural network is designed, and the rules are then ex-
addition, the Knearest neighbors algorithm produces traded from the network. Two major components of
the overall classification result 1.17% better than the the algorithm are pruning the network and clustering
best result known for this problem. the hidden nodes of the network. The pruning algo-

rithm is used to remove the redundant connections,
and the clustering is used to discretize the activation

1 Introduction values of the input pattern into small number of clus-
ters. The pruning and clustering are needed because

Motivation: In medical diagnosis, the doctor uses this technique is semiparametric in nature, and some
his experience to draw diagnostic inference from the information regarding the structure of the training set
information supplied by (a) the tests performed on the is required.
patient, (b) the patient's physical condition, and (c) Taha et al. proposed in [15] [14] [16] three rule ex-
the patient's history. Diagnosis is a difficult task even traction algorithms. The rules are extracted from the
for an experienced doctor because (a) the information artificial neural networks that are trained specifically
contains uncertainty, (b) the amount of the informa- for this problem. In Reyes' work [11], a fuzzy classifier
tion may be insufficient, and (c) part of the informa- system is evolved using genetic algorithm. The clas-
tion may be misleading. To achieve better diagnostic sification result of this classifier is substantially bet-
results, we cast the diagnosis problem as a pattern ter than the classification result reported in Setanio's
classification problem, and we apply machine-learning work [12].
techniques for the classification. The objective of this In the latest work on this problem [13], Setanio has
work is to apply simple machinelearning techniques to preprocessed the input data to select the most relevant
the Wisconsin-Madison breast cancer diagnosis prob- attributes, and then like his earlier work [12] he fed
lem [1] so that the classification results are enhanced. the modified data set to NeuroRule. The selection of
Related Work: Many researchers [10] have measured attribute is carried out using the neural networks with
the performance of their classification algorithms on one hidden unit. The selection is used to decrease the
the Wisconsin-Madison breast cancer problem. Most training time and to enhance the classification result.
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Conceptually, the attribute selection is carried out to 1. It is simple to implement.
make the structure of the training set more compact. 2. It works fast for small training sets.
The attribute selection is needed because this method
is semiparametric, and hence the more knowledge the 3. It does not need any a priori knowledge about
algorithm has about the structure of the training set, the structure of the data in the training set.
the better it performs.Wisconsrin as BesCa rPom. 4. Its performance asymptotically approaches the

Wisconsin-adison BrastICance Problem:performance of the Bayes classifier [2].The presence of a breast mass may indicate (but not
always) malignant cancer. Fine needle aspiration of 5. It does not need any retraining if the new training
breast masses is a popular diagnosis technique. The pattern is added to the existing training set.
University of Wisconsin Hospital has collected 699
samples using the fine needle aspiration test. Each 6Te t of the KNN algorithm can be inter-
sample consists of the following ten attributes: (1) Pa- pretedn alpogto proility of Thut
tient's id, (2) clump thickness, (3) uniformity of cell tern beoning toeaparticular class [3]. Thus

size, (4) uniformity of cell shape, (5) marginal adh the output provides the relative class confidence
sion, (6) single epithelial cell size, (7) bare nuclei, (8) levels.
bland chromatin, (9) normal nucleoli and (10) mito-
sis. Except the patient's id, all other measurements 2 Adopted Method
axe assigned to an integer value between 1 and 10,
with 1 being closest to the benign- and 10 the most Preprocessing: The data set contains 16 samples
anaplastic. Each sample is either benign or malig- each with one missing attribute. We have discarded
nant. Various classifiers have been designed that can these samples, as have been done by the other authors.
classify this data set into the benign and malignant Hence, a fair comparison of our results against their
classes. results can be made. The 683 samples (339 malignant
The Classification problem and the relevant and 444 benign) are split randomly into a training set
techniques: The task of pattern classification is de- that consists of 119 malignant and 222 benign samples.
fined as the search for the structures in a pattern set, The test set consists of the remaining 120 malignant
and the subsequent labelling of the structures into and 222 benign samples.
categories such that the degree of association is high K-Nearest Neighbors Algorithm: In this method,
among the structures of the same category and low be- for each test datum, the Euclidean distances between
tween the structures of different categories [3]. Most the test datum, and all the training data are calcu-
of the pattern classification techniques can be classi- lated, and the test datum is assigned the class label
fied into the following three groups: (i) parametric, (ii) that most of the K closest training data have [10].
semiparametric and (iii) nonparametric. All the three The KNN algorithm assumes that all the data corre-
techniques use a set of data that already has class la- spond to points in the N-dimensional space RN* Let
bels. Henceforth, we call this data.set the training set.
The parametric and semiparametric classifiers need t t datum x ibe reresentedoby thef atue
specific information about the structure of the data m tor [4 2 3 N]
the training set. In many cases it is difficult to collect Of the kth attribute of the test datum xi, and xt is

the transpose of xi. The distance between xi and Xjthis type of information. Hence, the nonparametric thetrnse ofdx, The d b
Ifade

classification technique like the K-nearest neighbors is defined as d(x,,x,) = 2 (4 - 4)2. If the
(KNN) algorithm [4] becomes an attractive approach. number of training data is n, then n such distances
It assigns the class label to the input pattern based will be calculated, and the closest K training data are
on the class labels of the K-closest (in some distance identified as neighbors. If K = 1, then the class label
sense) neighbors of the input. All the K-neighbors are of the test datum is equal to the closest training da-
from the training set, and the class label correspond- tum. If K > 1, then the class label of the test datum
ing to most of the neighbors represents the class label is equal to the class label that most of the neighbors
of the input. The advantages of this algorithm are have. If there is a tie, then the tie is resolved arbi-

trarily. The output of the KNN algorithm attains a
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richer semantic when the output is interpreted as a
posteriori probability. Hence, instead of labelling the
output class label equal to the class label that most
of the neighbors have, we assign the following class
confidence values to x:

INPUT: (a) Already labelled training data

Pc(X) = k(no of neighbors with class label c) Vc (b)xiT te1,a2,u..n }

- kZE(i,c) Vc (1) ALGORITHM:
FOR i=1,2,=l....upto n

. . ~~~~~~~~~Determine the distance between x and xi.
where 6(i,c) = 1 if xi has the class label c and IF (i<K)
6(i,c) = 0 otherwise. Here, Pc is the a posteriori Incud ito n
probability that x belongs to the class c. With this
formulation, we can still consider the hard decision by neighbors.
assigning the class label j to the test datum x when ELSE IF (xi is closer to x than any

pj(x) = maxj,2,...C{Pc(X)} and C is the total number previous nearest neighbor)
of classes. Delete the farthest of the K-nearest

neighbors.
One refinement to the KNN algorithm is to weigh the Include xi in the set of K-nearest
contribution of each of the K neighbors based on its neighbors.
distance to the test datum. Evidently, the closest END IF
neighbor should receive the highest weight. It can be END FOR
accomplished by modifying Eqn. (1) into the follow- FOR c = 1 to C
ing:

K 1 pc(X) = K(no. of neighbors in class c) (3)
Pc(x) = ( )6(i,c) Vc (2) EN FOR

=lj=1 d 2 Crisp class label of x is j
when p3 = max{pl,p2,...,Pc}

Here the denominator is used for normalisation such
that >cj1 pc(x) =1 holds. The KNN algorithm with OUTPUT: (a) Class label of x.
this refinement is also known as the fuzzy K-nearest (b) Class confidence values Pc Vc.
neighbors algoritm [6], and in that case pc(x) is inter-
preted as the fuzzy membership function.
In the KNN algorithm,'the class labels of the training Fig. 1: The K-nearest neighbors algorithm.
data may be discrete values (i.e., lying in {O, 1)) or real The input consists of a set of labelled patterns
values (lying in [0, 1]). Since the class labels for our and a test pattern. The output is the class
problem are discrete, we have restricted our discussion confidence values of the test pattern. Here C
for discrete class labels. The time complexity of the is the total number of classes. If Eqn. (3)
algorithm for testing is O(nr), where n and r are the is replaced by Eqn. (2), then the resultant
sizes of the training and test sets, respectively. algorithm is the fuzzy K-nearest neighbor al-

The KNN algorithm uses different decision boundary gorithm.
every time it encounters a test input, whereas other
methods fix the decision boundary before any test in-
put is observed. In other words, this technique is non-
parametric in nature, and therefore, it does not need
any information about the structure of the training
set.
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Table 1: Comparison of the classification results of [13] and that of the KNN algorithm on the Wisconsin-
Madison breast cancer problem. The number of training samples for the malignant and benign cases are 119
and 222. The number of test samples for the malignant and benign cases are 120 and 222. In the best cases
the KNN and fuzzy KNN (FKNN) algorithms enhance the overall classification result by 1.17% and 0.88%
respectively.

Training Set Test Set Training and Test Sets
Result Our Result Our Result Result Our result
in [13] Result in [13] KNN FKNN in [13] KNN ] FKNN

Malignant 118/119 119/119 119/120 115/120 117/120 237/239 234/239 236/239
Sample (96.00%) (100.00%) (99.17%) (95.83%) (97.50%) (99.17%) (95.83%) (98.74%)
Benign 218/222 222/222 216/222 221/222 221/222 434/444 443/444 443/444
Sample (98.20%) (100.00%) (97.30%) (99.55%) (99.55) (97.75%) (99.77%) (99.77%)
Overall 336/341 341/341 335/342 336/342 338/342 671/683 677/683 679/683

l___l_____ (98.53%) (100.00%) (97.95%) (98.25%) (98.83%) (98.24%) (99.12%) (99.41%)

3 Results and Discussion

face the convergence problem, and may need long
We have randomly chosen the data to construct the triigtie.etrinn daacnaseaddttra n time. New trainig data can also be added to
training set. Unlike the parametric and semiparamet- the KNN algorithm without any retraining. But for
ric classifiers, the KNN algorithm. does not have any the ote techn ai ngnetrainingdatned
training session. We have experimented with different retraining because the new training data disturb the
values of K from K = 1 to 15. With the KNN algo- srutura eof thee ng trainingset,andall thepr
rithm, the classification result of the test set fluctuates metric or semiparametric classifiers critically depend
between 99.12% and 98.02%. The best performance is metris semipare.

on this structure.
obtained when K is 1. Table 1 shows the best classifi-
cation result, which is 0.88% better than that of [13].
When the fuzzy KNN is used, the best case perfor- 4 Summary and Conclusions
mance is 1.17% better than that of [13]. With the
fuzzy KNN algorithm, the classification performance Summary: This paper treats the Wisconsin-Madison
varies in between 99.41% and 99.12%. Note that the Breast Cancer diagnosis problem as a pattern classi-
worst case performance with the fuzzy KNN algorithm fication problem. The KNN algorithm is used as the
is better than the best performance of the classifier re- nonparametric classifier. The KNN algorithm assigns
ported in [13]. Since the output class confidence val- the class label of the new datum based on the class
ues can be interpreted as an a posteriori probability label that most of the K-closest training data possess.
or fuzzy membership values, the output values have The KNN algorithm yields the best classification per-
richer semantics than just crisp class labels. formance that is obtained so far on this problem.

Conclusion: The good performance of the KNN al-
Compared to the methods reported in [12], [14] [11], gorithm does not imply that the KNN algorithm will
[13], the advantages of the KNN algorithm are that be always good for all diagnosis problems. In fact
the algorithm is very simple, and its implementation there is no known single algorithm that performs well
is very easy. Since there is no need of any training on all the diagnosis problems (if there were, we would
session, there is no convergence problem. In contrast, have observed only one classification algorithm avail-
the other approaches employing neural networks may able for diagnosis). This work, however, highlights the
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potential usefulness of the KNN algorithm on different
diagnosis problems.
Limitations: Some of the drawbacks of the KNN ap-
proach are (a) we need to store all the training data;
hence for a large training set it may take a lot of space,
and (b) for every test datum, the distance should be
computed between the test datum and all the train-
ing data. Thus a lot of time may be needed for the
testing. Fortunately, some fast versions of the KNN
algorithm [9], [8] are available, and they have been suc-
cessfully applied to other computation intensive tasks
like script recognition and speech recognition. For
instance, the data can be stored in the form of kd-
tree [5] so that the nearby data are stored at the same
or nearby nodes. The internal nodes of the tree sort
the new query to the relevant leaf by testing the se-
lected attributes of x. This paper does not attempt
to improve the space and time complexity of the KNN
algorithm, but shows the better classification results
using the simple technique. Moreover, our work does
not attempt to extract rules from the data.
Future work: There are some advanced versions of
the KNN algorithm like the editing KNN algorithm
[7], which in many cases provide better results than
the KNN algorithm considered here. In future, we
would like to investigate these algorithms in the con-
text of the Breast Cancer problem and other relevant
problems.
Acknowledgements: This work has been sup-
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