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1 Installation

GraphCrunch runs under Linux, MacOS, and Windows Cygwin. The versions for Linux and MacOS are

statically compiled and thus are ready to use after unpacking. Due to the licensing issues, the Windows

Cygwin version requires the LEDA 5.0.1 Cygwin license and the gcc 3.4 compiler; the compiling

instructions are available from the GraphCrunch web page given above. Note that if you intend to make

modifications to the Linux or MacOS versions of GraphCrunch, you will need the LEDA licenses for these

operating systems in order to compile your changes.

We recommend that Perl 5.6+ as well as dialog 0.3+ or Xdialog are also installed for each of the three

operating systems. The system needs to have up to 20MB of disk space available (depending on the

operating system) for installing GraphCrunch. Storing a single network takes about 600 KB of disk space,

and thus processing a large number of model networks may put a demand on the available disk space in

the system. Therefore, we recommend that you select to process up to 30 model networks per random

graph model; note that processing a larger number of networks per random graph model is not necessary,

since model networks of the same size that belong to the same random graph model and are generated

using the same set of parameters (as done by GraphCrunch) have very similar network properties.

Unpacking the GraphCrunch compressed archive files (available from the “Download” section of the

GraphCrunch web page) results in the directory structure presented in Table S1. This organization allows

for easy extendibility of the software to include additional network models and measures. For example, to

add a new model, the user only needs to put a model generator program in the src/ directory and to place



the script that runs the new program in the scripts/ directory. The same flexibility applies to the addition

of new network properties.

2 Running GraphCrunch

2.1 The command-line interface

The command-line interface is started by the command:

./crunch -f graph filename [-m model] [-p parameter] [-c comparison]

[-o output filename] [-n num random graphs] [-r machine]

where text in square brackets is optional, but can also be repeated (see below). The syntax for specifying

network models in part -m model of the command are er, er dd, geo, sf, and sticky, corresponding to

ER, ER-DD, GEO-3D, SF-BA, and STICKY, respectively. Note that the default geometric random graphs

are 3-dimensional (geo or geo:3d), but a user may select any dimensionality; for example, 4-dimensional

geometric random graphs are generated by: -m geo:4d. In the case of multiple models, parameters,

comparisons or machines, multiple switches (e.g., -m er -m sf) or strings (e.g., -m "er sf") can be used.

Network properties in GraphCrunch are subdivided into parameters (denoted by -p in the above

command) and comparisons (denoted by -c in the command). The “parameters” denote network

properties computed on both the data and model networks: the average clustering coefficient (denoted by

clustcoef-avg), the average diameter (denoted by diameter-avg), and the graphlet count, i.e., the total

number of graphlets in the network (denoted by graphlet-count). The average diameters and average

clustering coefficients of model networks can be compared to those of a real-world network (i.e., can be used

as “comparisons”) in two ways: (1) -c diameter-avg:difference and -c clustcoef-avg:difference

calculate the absolute values of their differences; and (2) -c diameter-avg:percenterr and

-c clustcoef-avg:percenterr compute their percentage differences. “Comparisons” in GraphCrunch are

properties of a real-world network that are compared against those of model networks; they include the

degree distribution (denoted by degree-distrib), the clustering spectrum (denoted by clust-spectrum),

the spectrum of shortest path lengths (denoted by diameter-spectrum), the GDD-agreement (denoted by

gdd-agreement:amean for arithmetic mean, and gdd-agreement:gmean for geometric mean), and the

RGF-distance (denoted by graphlet-dist). The degree distributions, the clustering spectra, and the

shortest path length spectra of two networks are compared by the Pearson’s correlation. RGF-distances

and GDD-agreements are calculated as in [1] and [2], respectively.



Since finding local structural properties of networks is compute intensive, we have enabled GraphCrunch

with parallel computing capabilities. A user can distribute the GraphCrunch processing over a cluster of

machines, by including -r "machine1 machine2 machineN" in the above command, where machine1,

machine2 and machineN are machine names.

2.2 The run-dialog interface

The run-dialog interface is started by the command: ./run-dialog <input graph name>. The

check-boxes are used to (un)select the following: the random graph models (Figure S3 A), the number of

networks per random graph model (Figure S3 B), network parameters (Figure S3 C) and comparisons (Figure

S3 D), and the name of the output file (Figure S3 E). The processing with the specified selections can either

start immediately (by choosing “Done — Run crunch” option in Figure S3 F), or “advanced options” can

be configured to change network models, parameters, comparisons, or the machines over which to

distribute the processing (see GraphCrunch webpage for details).

2.3 GraphCrunch on-line web user interface

The GraphCrunch on-line web user interface is available from the GraphCrunch webpage. To ensure a fair

access for all users to our computing resources, the maximum network size is limited to 20,000 nodes and

80,000 edges, the maximum number of random graphs per network model is limited to five, and a user is

allowed to process up to four real-world networks per day. (No limitations exist for the other two

GraphCrunch interfaces that users run on their own machines.)

From the main on-line GraphCrunch web page, users can login to their accounts, or access the help page

and see some examples. New users are given temporary “guest” accounts that are intended for short-term

use. At any time, users can change their guest accounts into permanent ones that are password protected.

Both types of accounts allow access to the on-line GraphCrunch functions and the users’ data sets at any

time.

After login, the menu of the on-line GraphCrunch is organized as follows:

• The Data Sets page (Figure S4) allows for uploading the new data sets and accessing already

submitted data sets. If the data sets are still being processed, users can monitor the status of their

processing. For a given data set, a user can download the input file and the results. The input file is

available for download in three different formats: edge list format (.txt), LEDA format (.gw) and

GML format (.gml). The results are available in .xls format.



• The Results page (Figure S5) provides visualization of the results of the processed data sets. A user

can choose to visualize all or some of his or her data sets. Spectral properties are plotted: the degree

distribution, the spectrum of shortest path lengths (denoted by “distance spectrum”), the clustering

spectrum, and the graphlet frequency spectrum. A “mouse over” these plots gives the Pearson’s

correlation coefficients between the properties of the data and the model networks. Other parameters

and comparisons are given as numerics.

• The GDD Viewer page (Figure S6) presents plots of graphlet degree distributions (GDDs) for each of

the 73 orbits of real-world and model networks. GDDs of only one model network for the

corresponding random graph model are displayed.

• The My Account page enables users to manage their accounts.

• The Help page provides instructions on how to use the on-line GraphCrunch and how to interpret the

results.

2.4 Interpreting results

An example of the tabular output file is presented in Table S2: network “Net1.gw” is compared against five

network models, three random networks per network model are used, and the comparisons are done with

respect to all of the network properties currently supported by GraphCrunch. The command that produces

these results is:

./crunch -f Net1.gw -p "diameter-avg clustcoef-avg graphlet-count" -c

"degree-distrib diameter-spectrum clust-spectrum

gdd-agreement:amean gdd-agreement:gmean graphlet-dist"

-m "er er dd geo sf sticky" -n 3 -o output example.tsv

The set of intermediate files is stored in the subdirectories of the data/<input-file-name> directory (e.g.,

the generated model networks that correspond to the input network, are saved in the subdirectory

data/<input-file-name>/models).

The visualized output, i.e., the plots and all of the files necessary for their generation (e.g., .gnuplot files)

are stored in the plots/ directory. Before executing the plot function of GraphCrunch (given below), the

following must be satisfied: (1) the data sets must be processed with ./crunch command (described in

Section 2.1) and the corresponding intermediate files must exist in the data/ directory; and (2) gnuplot



command-line plotting utility must be available on a user’s system. Visualized output files are created by

running the plot.sh script (found in the contrib/ directory); the syntax for running this script is:

./contrib/plot.sh -d input-network -m model -c comparison -o output-file

where multiple input networks or models may be specified, as illustrated in the example below. Examples

of plots are presented in Figure S7: four network properties for three input data sets and five network

models per data set are illustrated. The command used to produce Figure S7 A is:

./contrib/plot.sh -d Net1 -d Net2 -d Net3 -m er -m er dd -m geo -m sf -m sticky -c

gdd-agreement:amean -o plot ex gdd
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Figure S1. All 3-node, 4-node and 5-node graphlets [1].



Figure S2. Automorphism orbits 0, 1, 2,..., 72 for the thirty 2-, 3-, 4-, and 5-node graphlets G0,
G1,..., G29. In a graphlet Gi, i ∈ 0, 1,..., 29, nodes belonging to the same orbit are of the same
shade [2].
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Figure S3. The sequence of steps in the run-dialog GraphCrunch interface: (A) choosing network
models against which the real-world network is to be compared; in the figure, all five network
models (er, er dd, geo, sf, and sticky) are selected; (B) specifying the number of random graphs to
be generated per network model; in the figure, 3 graphs are to be generated per random network
model; (C) choosing the parameters (as described in Section 2.1) to be computed for the data and
model networks; in the figure, all three parameters (clustcoef-avg, diameter-avg, and graphlet-count)
have been selected; (D) choosing the comparisons (as described in Section 2.1) to be computed
between the data and model networks; in the figure, the following comparisons have been selected:
clust-spectrum, degree-distrib, diameter-spectrum, gdd-agreement:amean, gdd-agreement:gmean,
and graphlet-dist; (E) specifying the name of the tabular output file; in the figure, the file named
“output example.tsv” is designated as the output file; (F) proceeding with processing with the
current selections (by choosing the “Done — Run crunch” option).



Figure S4. Data sets page of the GraphCrunch on-line web user interface. Users can upload the new
data sets (in the “Upload New Data Sets” section of the page) and access already submitted data
sets (in the “Current Data Sets” section of the page). If the data sets are still being processed,
users can monitor the status of the processing. For a given data set, a user can download the input
file (three formats are available) and the results.



Figure S5. Results page of the GraphCrunch on-line web user interface. It provides visualization
of the results of the processed data sets, with an option for filtering the data sets for which the
results will be shown. In the figure, the results for the data set named “ItoCore” (denoted by
”DATA” and highlighted in blue) and five model networks (denoted by ”er”, ”er dd”, ”geo3d”,
”sf”, and ”sticky”) are shown. Two networks are processed per network model. Spectral properties
are plotted: the degree distribution, the spectrum of shortest path lengths (denoted by “distance
spectrum”), the clustering spectrum, and the graphlet frequency spectrum. A “mouse over” these
plots gives the Pearson’s correlation coefficients between the properties of the data and the model
networks. Other parameters (average diameter, clustering coefficient, total number of graplets) and
comparisons (RGF-distance, denoted by “Graphlet Distance”, and GDD-agreement) are given as
numerics.



Figure S6. GDD Viewer page of the GraphCrunch on-line web user interface. It contains plots of
graphlet degree distributions (GDDs) for each of the 73 orbits of real-world and model networks.
In the figure, GDDs of the data set named “bork2455 gene short” (denoted by ”DATA” and high-
lighted in blue) and five model networks (denoted by ”er”, ”er dd”, ”geo3d”, ”sf”, and ”sticky”)
are shown. The plots illustrating ten GDDs are displayed in each row, and 50 is chosen to be the
maximum degree on x-axis in each of the plots.
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Figure S7. Examples of plots that illustrate the fit of five network models (ER, ER-DD, GEO-3D,
SF-BA, and STICKY) to three data sets (Net1, Net2 and Net3) with respect to four networks
properties: (A) GDD-agreement, (B) RGF-distance, (C) the degree distribution, and (D) the spec-
trum of shortest path lengths. Points in panels represent averages of properties over model networks
belonging to the same random graph model; the error bars represent one standard deviation above
and below the average.



Table S1 - The directory structure of GraphCrunch.
File or Directory: Content:

./run-dialog A text User Interface wizard for running GraphCrunch.

./crunch A command-line tool for running GraphCrunch.
README.txt The “readme” file with the explanations on how to use GraphCrunch.
batch/ Scripts and temporary data for remote batch processing.
contrib/ Scripts and utilities that use additional software (e.g., gnuplot or R); users

can contribute with their own add-ons.
data/ Sets of intermediate files.
doc/ Advanced documentation for extending the software package and trou-

bleshooting.
plots/ Visualized output files for the user-friendly graphical interpretations of the

results.
sample graphs/ Some sample graphs to try out.
scripts/ Scripts that use the results of network model generators and programs

computing network properties to create the statistics that summarize the
results.

src/ Source code (for advanced users and developers).
tmp/ Temporary data.



Table S2
An example of the output file resulting from processing input network Net1.gw by GraphCrunch. The five network models and all of
the currently supported properties are presented. Three networks per random graph model were generated (denoted by 1, 2, and 3
in column “Random Networks/Stats”). Thus, the total number of random networks analyzed in this example is 3x5=15. The column
denoted by “Data Network” contains the name of the real-world network being analyzed. The column denoted by “Model Networks”
contains the names of network models against which the data is being compared (“er”, “er dd”, “sf”, “geo”, and “sticky”). Random
graphs from the same network model are denoted by a sequence of integers presented in column “Random Network/Stats”; in the same
column, “AVG” and “STDDEV” denote that the fields in these rows contain the averages and standard deviations of network properties
(given in columns to the right) computed over all random graphs from the given network model (that were generated and analyzed
by GraphCrunch). The columns denoted by “Average Diameter” and “Clustering Coefficient” contain the average diameter and the
average clustering coefficient of a network, respectively. The column denoted by “Total Number of Graphlets” contains the total number
of all 2-5-node graphlets in a network. The columns denoted by “Degree Distribution (Pearson)”, “Distance Spectrum (Pearson)” and
“Clustering Spectrum (Pearson)” contain the Pearson’s rank correlation coefficients of the degree distributions, the spectra of shortest path
lengths and the clustering spectra between the real-world and model networks, respectively. The columns denoted by “GDD agreement
(amean)” and “GDD agreement (gmean)” contain the arithmetic and geometric means of GDD-agreements between the real-world and
model networks, respectively. Finally, the column denoted by “RGF Distance” contains the RGF-distance between the data and model
networks.



Table S3 - Comparison of the running times tER, tGEO−3D, and tSF−BA of GraphCrunch for five input networks G(|V |, |E|) (where |V |
is the number of nodes and |E| is the number of edges in network G) of different sizes, but with constant edge densities, originating
from three different network models, ER, GEO-3D, and SF-BA, respectively. We report the total number of CPU time, in seconds,
that each GraphCrunch run used.

G(|V |, |E|) G(100,294) G(500,1471) G(1000,2941) G(2000,5882) G(3000,8820) G(4000,11764) G(5000,14706) G(7500,22050) G(10000,29411)

tER 7.772 28.589 61.255 271.844 856.625 1907.959 3445.887 7076.198 12807.384

tGEO−3D 7.792 30.277 75.764 256.368 595.137 1868.588 3078.024 5839.688 12894.561

tSF−BA 8.264 44.522 158.657 534.077 1354.412 4301.324 8518.000 14279.14 48138.136

Table S4 - Comparison of the running times tER, tGEO−3D, and tSF−BA of GraphCrunch for five input networks G(|V |, |E|) (where |V |
is the number of nodes and |E| is the number of edges in network G) with same number of nodes, but different edge densities,
originating from three different network models, ER, GEO-3D, and SF-BA, respectively. We report total number of CPU time, in
seconds, that each GraphCrunch run used.

G(|V |, |E|) G(1000,2273) G(1000,2941) G(1000,4167) G(1000,7143) G(1000,11100)

tER 30.929 61.255 131.952 600.385 2369.084

tGEO−3D 49.719 75.764 128.964 600.597 2335.725

tSF−BA 69.896 158.657 292.89 1464.963 4869.388


