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Computational Approach and (7,6) Tube Analysis. To study the
excitonic structure in SWNTs, we used the following computa-
tional strategy. The initial structures of SWNTs were generated
by using TubeGen 3.3 (1) and graphically visualized by XCrys-
Den software (2). Optimal geometries were obtained by using
the Austin Model 1 (AM1) semiempirical Hamiltonian (3) at the
Hartree–Fock level using the MOPAC-2002 code (4). The AM1
approach was specifically designed for this purpose and was
widely applied to calculate ground state (4, 5) properties of many
molecular systems. The semiempirical approximation restricts
the basis set to valence orbitals of Slater type, which limits the
number of Hamiltonian matrix elements. Such a methodology
makes semiempirical techniques significantly easier and faster,
yet allows for an accurate description of a broad range of
electronic phenomena. For example, no assumptions about the
vibrational properties and curvature mediated � and � interac-
tions are necessary because the AM1 Hamiltonian has these
effects built into the dependence of its matrix elements on the
nuclei positions.

Optimized ground state geometries provide input structures
for excited state calculations performed by using the Collective
Electronic Oscillator (CEO) code combined with the Zerner’s
Intermediate Neglect of Differential Overlap (ZINDO) Ham-
iltonian (6, 7). ZINDO was developed specifically for calculating
excited states and hence provides a better agreement with
experimental electronic spectra. The CEO approach, described
in detail elsewhere (e.g., in refs. 8 and 9), solves the equation of
motion for the single-electron density matrix of a molecule
driven by an external electric field using the TDHF approxima-
tion for the many-electron problem (10, 11). Numerically effi-
cient Krylov space algorithms (e.g., Lanczos or Davidson) (8, 12,
13) make the expense of computation of excited states compa-
rable to the ground state calculations.

Within this theoretical framework, the changes induced in the
density matrix by an external field are expressed as linear
combinations of the electronic transition densities {��} (8, 9)
defined as

����
mn

� ���cm
�cn�g� [3]

and reflect the changes in the electronic density induced by an
optical transition from the ground state �g� to an excited state ���.
Here, cm

� (cn) is the creation (annihilation) operator, and the
indices m and n refer to the basis functions (e.g., atomic orbitals,
AOs). The size and localization of an exciton center of mass with
respect to the molecule alignment can be extracted from a
two-dimensional real-space analysis (8, 9) of the calculated
transition densities �� (Eq. 3). The diagonal elements of the
transition densities (��)nn represent the net charge induced in the
nth AO by an external field. The off-diagonal elements (��)mn

(m � n) represent the joint probability amplitude of finding an
electron and a hole located on the mth and nth AO, respectively.
We coarse-grain these values over the various orbital’s that
belong to each carbon atom. The hydrogen atoms are omitted
because the terminal hydrogens participate weakly in the delo-
calized electronic excitations. For carbon atoms we use the
following contraction: the total induced charge on each atom A
is given by

����A���
nA

(��)
nAnA�, [4]

whereas an average over all off-diagonal matrix elements rep-
resents the effective electronic coherence between atoms A and
B.

����AB�� �
nAmB

�����
nAmB

	2. [5]

Here, the indices nA and mB run over all atomic orbitals localized
on atoms A and B, respectively. The size of the resulting matrix
(��)AB equals N
 � N
, with N
 being the number of atoms in the
molecule without hydrogens. Contour plots of (��)AB provide a
unique footprint of the respective electronic transitions (8, 9)
(see Fig. 1).
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Fig. S1. (a) Contour plots of the transition density matrices corresponding to nine excitons of the (7,6) tube shown in the helical coordinate system schematically
shown in b. Positions of the electron and hole are labeled with an azimuthal angle 0 � �i �2�. The helical lines of the (7,6) tube are highlighted in red and cyan
(orthogonal to the red line) on the tube surface. Four excitons labeled 1, 2 (bright state), 9, and 12 are attributed to parallel-polarized transitions because of
their localized character with respect to the tube circumference. The other states are cross-polarized excitons.
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