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Methods

The methods used in the present work have been described
before and thus, we will present here a short summary referring
the readers to the relevant detailed work in each case.

EVB and Modified Marcus Models. In studies of PTR between
donors and acceptors, we describe the EVB quantum system in
terms of diabatic states,

\Iii = B]Bz. .
‘I’] = B1B2. . ‘BjH+' . 'Bn’

.BH"...B,
[5]

where B;H™ is the protonated form of the B; protonation site
(e.g., an H307 or a protonated acid). In many cases (see, e.g.,
refs. 1 and 2) it has been found that a two-state model allows one
to capture the physics quite well is in situations with high
activation barriers (which is the case in CcO). Thus, for example,
we can describe PT between two water molecules by using a
two-state model:

qf] = H3O(J;)H20(b)

N (6]
\1,2 = HzO(a)H30(b).

Now, the ith diagonal element of the Hamiltonian of this system
is described by a force-field-like function that describes the
bonding within donors, the bonding of the proton to the ith base,
as well as the nonbonded interactions in the system and its
interactions with the surroundings (protein or water) [the details
of this force field is given elsewhere (3)]. The off-diagonal
elements of the Hamiltonian, H;,, are described by an empirical
function that is fitted to experimental information and ab initio
calculations. The ground-state energy, E,, is obtained by diago-
nalizing the EVB Hamiltonian, which, for the two-state case,
gives

1
Eg=[(s1+82) = \(s1— 82>+ 4HLL, (7]

where &; and e, are the diabatic energies of state 1 and 2,
respectively. These potential functions are given by

o= o+ o+ o)+ AV, 181

Here, S and s designate solute and solvent, respectively, and A®
is a constant, which is referred to as the gas-phase shift. In other
cases, we can consider more that two EVB states. At any rate,
the free energy surface associated with the above E, is obtained
by the free energy perturbation (FEP) umbrella sampling (US)
procedure, described in detail elsewhere (e.g., ref. 4). This
method applies a mapping potential that moves the system
adiabatically from state 1 to state 2 using

E€m = (1 - )\m)Sl + /\m82- [9]

The free energy, AGy, associated with changing A, from 0 to 1
is evaluated by the FEP procedure (4). The free energy func-
tional that corresponds to the adiabatic ground-state surface, £,
(Eq. 5), is then obtained by the US method as
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Aglx') = AG, — B In(8(x — x")exp[ —B(Ey(x) = em(¥)) D ms
[10]

where x’ can be any type of coordinate to map the free energy
on x. In general, the reaction coordinate x" is defined as the
energy gap, Ae = g1 — &, where &, and &, are diabatic energies
of the state 1 and 2. This generalized coordinate was used as the
mapping coordinate in the present study.

Although the exact free energy profile for the PT process
should be evaluated by the EVB or alternative approaches, it has
been established both by our studies (e.g., refs. 1 and 2) and more
recently by others (5) that the most important factor in deter-
mining the overall barrier for PT processes is the energy of a PT
step, which is determined by the pK, differences between the
donor and acceptor (4).

This feature is extremely important in the cases where the
microscopic calculations face major convergence problems. In
such cases, we find it very useful to exploit the fact that the EVB
states include the gas-phase shift of Eq. 8, and shift the free
energy surfaces that correspond to & and ¢; [the microscopic
Marcus’ parabolas (see ref. 4)], until the AG;; obtained by the
EVB calculation is equal to the PDLD/S-LRA semimicroscopic
estimate. This approach is used in the present work. This
treatment yields consistent linear free energy relationships
(LFER) for the PT steps, where the activation barriers are
correlated with the pK, difference between the donor and the
acceptor.

FEP and Adiabatic Charging. Because the most important factor in
the determination of the overall barrier for PT processes is the
energy of charging the donor and acceptor in their given
environments, it is important to have effective ways of calculat-
ing these energies. The charging free energies can be evaluated
microscopically by using a standard adiabatic charging (AC) free
energy perturbation (FEP) procedure (e.g., ref. 6), changing the
solute residual charges from zero to their values in the solution,
Qs, in n + 1 incremental steps using

Q= Qs’Anm [11]
and
Um = U(Qm)Ss + Uss> [12]

where Uss and Ug are the solute—solvent and solvent—solvent
potential surfaces. The total solvation free energy is then
evaluated by a FEP approach that involves gradually changing A,
from 0 to 1. Alternatively, one could also evaluate the charging
energy by using the EVB approach changing the charges of the
two sates, while leaving the bonding intact. The FEP approach
can also be used to evaluate the free energy of water insertion,
changing water molecules to dummy atoms and this approach
will be applied here.

PDLD/S-LRA Calculations. Despite the formal rigor of the micro-
scopic methods, it is frequently found that such methods are
subjected to major convergence problems, particularly when one
deals with electrostatic effects in proteins interiors, and that
semimacroscopic models can give more reliable results. This is
true in particular with regards to the PDLD/S-LRA method (7,
8) that provides a direct link between the microscopic and
macroscopic concepts. This method evaluates the change in
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solvation free energies upon transfer of a given group or groups
to the protein by using the effective potential (7)

AU VP = [_AG:;)LI' + AG\sNol,p(q =q;) — AG:él,p(q =0)]

1 1 1
O +AUqH*, [13]
€p

gp &y

where AGy, ; is the free energy of solvation of the ith ionizable
group in water (the self-energy in water), and AG, (g = ¢;) and
AGgy,, p(g = 0) are the free energies of solvation of the entire
protein in water with atomic charges present on the particular
group (“charged state”) and with atomic charges on the group
set to zero (“uncharged state”), respectively. The AGy, (g = 0)
term approximates the case where the ionizable group is not in
the protein cavity. AUy, is the vacuum interaction between the
atomic charges on the ionizable group and the permanent
dipoles of the protein (represented by atomic charges), & is the
dielectric constant of water, and g, is the dielectric constant of
the protein, which is basically a semimacroscopic scaling factor
that accounts for the interactions that are not considered
explicitly. This factor is quite different from the actual protein
dielectric constant (see refs. 9 and 10).

To capture the physics of the reorganization of the protein
dipoles in the charging process, it is necessary to relax the protein
structure in the relevant charged and uncharged states. This is
reliably done by the LRA approach (7), where the free energy
for transformation between two charged states is given by

1
AGW_)F = 5 [<AU:\I)I_,)1'p>q:q‘ + <AU::)I_),IP>(]=O]7 [14]

sol,z

where AU,V is the PDLD/S effective potential of Eq. 13, the
()g=q, and ( )4—o terms designate an average over protein con-
figurations generated in the charged and uncharged state of the
given group, respectively. Although this approach takes the
reorganization of the environment into account explicitly, it may
not fully account for some effects, such as incomplete water
penetration and protein reorganization. These factors are in-
cluded implicitly in &,

The basic PDLD/S-LRA calculations are performed with all
protein groups (except some key residues) in their neutral
form. The effect of ionizing these groups is evaluated macro-
scopically by finding their ionization state in a self-consistent
way (9), and then evaluating the effect of these groups using
interaction terms of the form Q;Q;wj, where w; = 332/
(rijeeit(rij)). Here ry is the distance between the interacting
groups, and g is an effective dielectric constant whose value
is determined by a distance dependent function (7, 11). The
justification of this approximation is discussed in detail
elsewhere (7-9).

Validation Studies of Charging Energies and Effective
Dielectric Constants

The selection of the most effective approach for calculations
must be based on its performance on benchmarks that represent
the problem at hand rather than on the formal rigorousness of
the method used. This reflects the fact that simulation methods
can face enormous convergence problems that cannot be as-
sessed by the stability of the results, but rather by comparing
calculated and observed results (e.g., ref. 10). Thus, we evaluated
the pK,s of E286 and Prd by several alternative approaches and
summarized the results in Table S1.

While the FEP/AC study overestimated the observed pK, of
E286 even with the use of the polarizable ENZYMIX force field
and the insertion of water molecules, the lowest calculated pK,
was 13.6. Furthermore, even the use of our special approach of
artificially overcharging the ionized group to induce water
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penetration (see ref. 12 for details) has not overcome this
problem. This indicated that obtaining full convergence of the
water penetration and local unfolding is very challenging. Inter-
estingly, while the motion of water chains observed in recent MD
simulations of the P~ region (13, 14) has no direct role in
providing gates (see below), it is part of the water rearrangement
and penetration that accompanies the charging of different
groups. This process cannot be reliably captured by MD simu-
lations that do not include the actual charging process. Further-
more, even with a proper FEP mapping procedure on the
nanosecond time scale, it is unlikely that the correct water
penetration will be simulated (12). At any rate, in view of the
slow convergence, we considered the microscopic calculations
mainly as general indicators of the energetics of the PT steps.
Nevertheless, the microscopic calculations appeared to provide
a useful way of estimating the lowest limit for the effective
dielectric constant for charge-charge interactions. The estimates
of e.fr are summarized in Table S2. This table considers the
change in energy of different charge configurations upon charg-
ing the specified ionized groups. This study is similar to but less
rigorous than our study of charge—charge interactions in bacte-
rial reaction centers (15).

The calculations estimate the effective dielectric “constants”
for specific interactions by using the relationship

AGcalc = Qin/(rijE eff) = AAI/QQ/eefﬁ [15]

where AAVpo is the change in the gas-phase electrostatic
interaction between the two groups at their positions, defined by
their x-ray structure. As seen from Table S2, the lower limit for
geff for some crucial interactions is rather small. Furthermore, if
the definition of the dielectric includes major structural changes,
we can obtain lower values. That is, the present study treats the
torsional deformations of E and P~ explicitly, and this should be
reflected implicitly in models that do not consider such defor-
mation. Thus, we expect a relatively small value for the gegr that
will convert the AAVpo contribution in the [E- H3zO* P~
transition state in the original x-ray “open” structure to the
actual free energy of this transition state in the “closed”
configuration of Fig. 4b.

Although the calculated values of e are relatively small, they
are still larger than the values obtained by macroscopic models
with &, = 4. For example, calculations of the pK, of Prd are
expected to yield a very negative pK, for Prd by not allowing the
distance between Prd and Arg-481 to change during the charging
process.

Thermodynamic Cycles

This work involves different thermodynamic cycles, some of
which are presented in greater detail here.

The Energetics of the E~ H30* State. The energetics of the crucial
[E~ H307] state can be evaluated by the cycle shown in Fig. S1.
This cycle gives the following expression:

(AG*P =1+ AG, + (AAG )58 + AAG(EHyg) %78,

+ AG(WI)‘::[) + AG(WZ)\S'O_)]J + AGconfa [16]
where “po” and “np” designate polar and nonpolar respectively,
AG,, is the free energy of the given step in water, and AGcons 1S
the free energy of the torsional deformations.

Water Insertion. The energetics of the PT is not determined
directly by the connectivity of water molecules (as could have
been understood from some works (e.g., refs. 13 and 14) nor even
by the hydrogen-bonding pattern of the unprotonated water
molecules (see ref. 1). When a water molecule serves as a site for
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the proton on the way between a donor and acceptor, the key
issues are the energetics of placing this water at the specific site
and, much more importantly, the energy of protonating it. These
energy contributions cannot be quantified by running long MD
simulations (13, 16) but by actual free energy calculations (see
below). It should also be clarified that the insertion of water
molecules at available cavities and the relaxation of the orien-
tation of these water molecules by MD runs has been part of our
simulation protocol since 1984. In fact, inserting simplified water
molecules has been a part of our PDLD simulation protocol
since 1976 (17). However, such procedures do not assess the
energy of placing water molecules in hydrophobic cavities. More
specifically, inserting water molecules in the hydrophobic region
between E and P~ and running long MD simulations (e.g., refs.
13 and 14) is not likely to be highly informative because the water
molecules will most probably be trapped in this region even in ns
simulations, regardless of if they are more stable in the bulk
water. Thus, even interesting identification of hydrogen-bonding
formation (13) is not so informative, because it does not take into
account the chance that water molecules will be in the given
region and, because the hydrogen bonding does not tell us about
the PT energetics (1, 10, 18). Here, it is crucial to use some
energy-based insertion approach.

As should be clear from the main text, the energetics of
inserting water molecules can change the balance between the
barriers for different paths. Thus, it might be quite important to
try to estimate the free energy of inserting water molecules at
critical sites. As stated above, other studies have explored some
elements of this issue (19-22), but not in the framework of a
thermodynamic cycle that gives the overall actual barriers for the
PT steps. In other words, although insightful studies have looked
for the stability of inserted water molecules in different sites by
examining whether these molecule would stay there after inser-
tion, we are not aware of studies that evaluated the free energy
of transferring the water molecules from the bulk solvent to the
specific assumed sites. Similarly, instructive studies that explored
the energetics of orienting neutral water molecules are not
directly related to the energy of the PT process, which must
consider the energy of protonated water molecules (see discus-
sion in ref. 1). It is also useful to realize that our EVB approach
automatically evaluates the free energy of orienting the water
molecule in either the protonated and unprotonated states.
Thus, the only missing element in our previous treatment of the
role of water molecules in PT in proteins was the energy of
inserting water molecules to critical sites.

Our procedure of evaluating the free energy of inserting water
molecules involves the cycle described in Fig. S3. This cycle
provides the free energy of inserting nonpolar or polar water
molecule (both are needed in different cases).

The practical evaluation of the insertion free energy also
involves the use of a specialized restraint that allows us to
consistently obtain the overall free energy of the PT step. That
is, 3n dummy atoms (representing n water molecules) are
inserted between the given donor and acceptor atoms, and held
by a weak distance constraint that keeps them ~3 A away both
from each other and from the donor or the acceptor. The dummy
atoms are then sequentially mutated into n water molecules
(according to the cycle of Fig. 2), both in the protein and in
water, and the specific PT step was simulated. The same
procedure is repeated in the bulk solvent. The restraint is then
released in the transition state as well as in the ground state, both
in the protein and in water, leaving only a small cage constraint
on each water molecule (see ref. 23 on the nature of this
restraint). The overall cycle gives the free energy of inserting the
water molecules and evaluating the energy of the given PT
process (relative to the same PT in water).
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Mutational Analysis

The present study focuses on the reaction paths in the native
CcO. However, the reproduction of the key mutational effects
can provide a useful check on the predicted reaction paths.
Although more systematic studies are left to subsequent works,
we comment here at a preliminary level on some key mutational
effects.

The N139D Mutation. This mutation (24) changes the relative
heights of the barrier for PT to P~ and PT to the Bn. Our
previous study (25) assumed that the rate of PT to the Bn is
controlled by an electron transfer (ET) from heme a to heme as.
It was found that the interaction between the negative charge of
the 139D mutant and the charge generated in the TS of the
concerted path increases the activation barrier by ~1-2 kcal/mol
due to the stabilization of the state with a protonated water just
before E. The present study can account for the mutational
effect by the destabilization of the [E~ H,O PH] state due to the
electrostatic repulsion between D139 and E~. This requires,
however, that the above state will be a high-energy state that is
trapped (because of the need for additional energy for the ET
from heme a to heme a3) for a longer time than the time needed
for a PT from E to B~. More careful examination of the nature
of the effect of the mutations will be left to a stage, where we
have gained more quantitative knowledge of the energy of
different states.

The W172F Mutation. The W172F mutation leads to a significant
change in the pumping of CcO and can be interpreted (26) as an
increase in the barrier for PT between the E and P. The
reproduction of the change in the observed barrier may provide
an instructive validation of the present model. Unfortunately, the
mutation can change the energy of water insertion (AGins), the
energy of rotating E and P (AGcon) and the solvation change
(AAGsor). Thus, we leave such detailed calculations to a subse-
quent study.

The E286A/I112E Mutation. This mutation (27) results in the shift
of the primary donor further from P~. This reduces the pumping
and probably slows down the rate of the PT to P~. The closest
distance between the 1112 and Prd is 12 A. Thus, the PT barrier
in this mutant is probably similar to that of the open configu-
ration of the E286-Prd pair. Here, it would be important to
evaluate the height of the barrier by careful simulations, but at
present it seems that our studies overestimate the energy of the
open [E- W{H* W,P~] configuration.

Quantum Mechanical Validations

The present study explored configurations where two acidic
groups are bridged by a water molecule and where the PT
process corresponds to the transfer from the [EH W P~] to the
[E~ W PH] configuration. Because this process may involve a
reduced barrier by a concerted path (2), it is important to verify
the EVB calculations by related hybrid ab initio quantum me-
chanical calculations, for which we used the BALYP method (28,
29) combined with the 6-311++G** basis sets, and the PCM
model (30) for the solvent calculations. The validation study
explored the energretics of PT between two formic acids bridged
by a water molecule. The corresponding results for the gas-phase
and the solution reactions are described in Fig. S2. The main
point that emerges from the calculation is the finding that, even
at a distance of 5 A between the oxygen atoms of the acids, the
barrier is significant. This result agrees well with the EVB
estimate of this barrier. Furthermore, the barrier in solution can
easily be estimated from the pK, difference between the donor
and the protonated acceptor (e.g., the first formic acid and the
protonated water molecule) and the electrostatic stabilization by
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the formate ion of the second acid. Because the same results are
obtained by the EVB calculations, we can conclude that we are
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Fig. 1. Thermodynamic cycles for the primary PT in CcO. “po,” “np,” and "ip’’ designate polar, nonpolar, and an ion-pair, respectively. The energetics in the
protein and in water are described in a and b, respectively. “AGso "’ designates solvation free energy, and 'p’’ and "“w'’ designate protein and water, respectively.

It is assumed that AG(EH W)go_np = AG(EH)5o—np + AG(W)Jo_np-
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Fig. S2. Energetics of PT between two acids bridged by a water molecule.
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water [e.g., (W)go] also include implicitly the protein as a spectator. The cycle does not include the restraint treatment described in the text.
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Table S1. The energetics of some charge configurations in CcO

System Approach AAGEH=A" PKa, cale PKa, obs
E286" FEP/AC (pol)* 24.4 21.7 9.45
E2867 FEP/AC (pol) 17.2 16.5 9.45
E2867 FEP/AC (pol**) 13.3 13.6 9.45
E286" PDLD/S-LRA 10.0 11.2 9.45
E286* PDLD/S-LRA 9.0 10.5 9.45
PrdH FEP/AC (pol) -3.0 1.8 >5l
PrdHl PDLD/S-LRA —-8.6 —-2.2 >5

Energies are in kcal/mol; pKas are in pKj, units.
TE286 in the "open” configuration of Fig. 4a.
*pol” designates polarizable force field that does not include the induced dipoles force, and "pol**” designates a polarizable force field that includes the forces

associated with the induced dipoles.

STaken from Namslauer and Brzezinski [Namslauer A, Brzezinski P (2004) FEBS Lett 567:103-110].
TE286 in the "open” configuration of Fig. 4a with water molecules inserted near this acid.

IThe pump function requires that pK,(Prd) < pHj.

Pisliakov et al. jwww.pnas.org/cgi/content/short/0800580105]

8of 9


http://www.pnas.org/cgi/content/short/0800580105

SINPAS

Table S2. Estimating gets in CcO
System

Method

AAG

Eeff |

AAVqq Eeff, obs
[E- H3O* ] (P)* FEP/AC 17.2 2.0 8.5
[E- H3O* ] (P)* PDLD/S-LRA 17.2 1.4 12.2
[E- H3O'](P)S PDLD/S-LRA 14.8 1.2 12.3
(D1397) [E- H3O*]* FEP/AC 3.6 0.6 6.0 7.57
(D1397) [E- H3O*]* PDLD/S-LRA 3.6 0.43 8.3 7.57
(D1397) [E"] FEP/AC 15.2 1.9 7.8 7.57
(D1397) [E™] PDLD/S-LRA 15.2 2.0 7.5
[(P)] (Arg-481) PDLD/S-LRA 108.1 13.0 8.3
[H3O*]* (P) PDLD/S-LRA 70.2 6.0 11.0

Energies are in kcal/mol.

Teefr is evaluated through Eq. 15 as the effect of the charge on the group within small brackets [e.g., (P~ )] on the charging of the groups within square brackets

(e.g., [E~ H307]).

*In the closed configuration of Fig. 4b.
SIn the open configuration of Fig. 4a.

TBased on an estimated change of 1.6 pK, units [Namslauer A, Pawatet AS, Gennis R, Brzezinski P (2003) Proc Nat/ Acad Sci USA 100:15543-15547] for a distance

of ~20 A between D139 and E286.

Pisliakov et al. jwww.pnas.org/cgi/content/short/0800580105]

9of 9


http://www.pnas.org/cgi/content/short/0800580105

