
Supplementary material 
Remark 1. Uniform distribution: the probability density function of the continuous 

uniform distribution is: 
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 where a  is also called location parameter and )( ab −  is the scale parameter. 

 

Remark 2. Beta distribution is based on the Beta function ),( qpB   defined for 0>p  

and 0>q  by:  
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The general formula for the probability density function of the Beta distribution Beta 

),,,( baqp  is  
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defined for bXa ≤≤ . When  0=a   and  1=b  we have the Beta distribution given in 

equation. Note that if X has Beta ),,,( baqp  distribution, then 
ab

aXX
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distribution given in eq. .The parameters are linked to the mean  µ   and variance 
2σ  

by the relationships: 
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Remark 3. The method of moments is a method of estimation of population 

parameters by equating sample moments with unobservable population moments and 

then solving those equations for the quantities to be estimated. The moments of the 

standard Beta distribution are easy to express in terms of the Beta function as: 

),(/),()( qpBqkpBXE
k += . From the above equation the Method of Moments 

Estimators (MMEs) are obtained:  
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where x  is the sample mean and 2
s  is the sample variance. 

 

Remark 4. Assume that a random sample  nxx K,1  has been observed for a r.v. X  

with probability density distribution given by eq.. The log-likelihood function is (see 

figure ): 
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 where )(αΓ  is the Gamma function .)( 1

0
dxex x−−∞

∫=Γ αα  Hence the ML estimators p̂  

and q̂  are given by the system of equations: 
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where )(•ψ  is the digamma function: )(log)( xx
x

Γ=
∂
∂ψ . The solutions of the system 

is obtained by Newton-Raphson method. The ML estimators are asymptotically 

normal, unbiased and strongly consistent. The Information matrix, is 

 

 
( ) ( ) ( )

( ) ( ) ( )







++−+−

+−++−
=

qqpqp

qppqp
nqp

'''

'''
),(

ψψψ

ψψψ
I  

 

From the inverse ),(1 qp−
I  the asymptotic variances and covariance of ML estimates 

can be obtained. 


