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Statistics Notes

Matching

J Martin Bland, Douglas G Altman

In many medical studies a group of cases, people with
a disease under investigation, are compared with a
group of controls, people who do not have the disease
but who are thought to be comparable in other
respects. This happens in epidemiological case-control
studies, where a possible risk factor is compared
between cases and controls to investigate the cause
of the disease, and in clinical studies, where the
characteristics of cases and controls are compared to
investigate the nature of the disease. In both types of
study cases and controls are sometimes matched. This
means that for every case there is a control who has the
same (or closely similar) values of the matching
variables. Matching may be by sex, age to within five
years, ethnic group, etc. Sometimes there are two or
more such controls for each case.
We match to ensure that controls and cases are

similar in variables which may be related to the variable
which we are studying but are not of interest in
themselves. For example, in many epidemiological
case-control studies age is an important predictor of
exposure to the risk factor under investigation. There
are strong cohort effects in variables such as cigarette
smoking and diet. If we do not take age into account
we may get spurious differences between cases and
controls because, for example, cases are older than
controls. Matching ensures that any difference
between cases and controls cannot be a result of
differences in the matching variables. However, we
cannot then examine the effects of the matching
variables.
Sometimes matching is ignored in the analysis of the

data. If the matching variables are important, this is
inefficient. Matching variables, such as age and sex,
may be strongly related to the variable of interest. Ifwe
allow for the matching in the analysis the variation
due to these variables is removed. If we ignore
the matching the variability which is related to the
matching variables becomes part of the unexplained
variation and may obscure important differences. For
example, if we compare the mean blood pressure of
subjects with a disease to that of their age matched
controls, the variability in blood pressure which is

associated with its increase with age will be part of the
residual variance and will increase the standard error of
the difference between the means. Instead, we should
use the differences between individually matched
cases and their controls. Appropriate simple methods
include the paired t test for means, McNemar's test for
proportions, and the sign test for ordinal data. Some-
times there is no suitable method of matched analysis,
as in survival analysis. We can usually adjust for the
matching variables, however.

It is desirable to adjust for matching when this was
done to make the groups comparable for believed
prognostic or confounding variables. This should
be done even if in the sample the variable is not
significantly prognostic or confounding. By contrast,
matching is sometimes merely a convenient method of
drawing the sample. For example, in studying cot
deaths we might take as a control the next birth in
the same hospital. This is sometimes referred to as
cosmetic matching. We can ignore the matching in the
analysis ofsuch studies.
There are disadvantages to matching. If we match

we can only use cases for whom we have matching
controls. The more variables we match on the more
difficult it may be to find such controls. Even to match
on age, sex, and ethnic group we need a large
population of potential controls from which to draw.
A practical difficulty with matched pairs is that if we
want to adjust for other, non-matched, variables the
analysis required is more complex than ordinary
multiple or logistic regression.

In a large study with many variables it is easier
to take an unmatched control group and adjust in
the analysis for the variables on which we would
have matched, using ordinary regression methods.
Matching is particularly useful in small studies, where
we might not have sufficient subjects to adjust for
several variables at once.
Some authors use "matched" to mean that the two

groups are similar in the distribution of the matching
variables, but not that there is individual matching of
each case to his or her own control. Such studies should
not be described as matched.
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