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Functional annotation of SNPs.

SNPs were annotated according to their locations within genes (see the main
Methods), as well as additional annotation categories, as follow:

• CpG. The SNP lies within a CpG island according to the UCSC
browser (http://genome.ucsc.edu/) (1; 2).

• CNC. The SNP lies within a conserved non-coding sequence (CNC) as
defined using the “Most Conserved Vertebrate” track (28-way compar-
ison) in the UCSC browser, and has no overlap with any exon (1; 2).

• CRM. The SNP falls into a predicted cis-regulatory module (CRM)
according to the analysis of (3). The genomic locations of CRMs were
obtained from http://genomequebec.mcgill.ca/PReMod.

• miRNA. The SNP lies within a predicted microRNA binding site, ac-
cording to http://microrna.sanger.ac.uk, version 5 (4).

• CTCF. The SNP lies upstream of the TSS, and there is at least one
predicted binding site of the CTCF insulator protein between the SNP
and the TSS. To determine the genomic locations of predicted CTCF
binding sites we downloaded data from http://www.broad.mit.edu/
personal/xhx/projects/CNEMOTIF/ and used the genomic locations
of the motifs LM2, LM7, and LM23 (5).

These annotations were obtained using the SNP genome coordinates from
the SNP physical map provided by HapMap Phase II release #21 (NCBI
build 35 (hg17)). When required, the genome coordinates of the annotation
tracks were converted from NCBI build 36 (hg18) to build 35 (hg17) using
the Batch Coordinate Conversion tool available at UCSC web browser (6).

P-value method

Correction for spurious signals. If there is an ungenotyped SNP inside
the probe of the target gene k, this SNP can affect gene expression measure-
ments, leading to spurious variability in measured expression levels. In that
case, any SNP in strong LD with the spurious SNP could produce a signal
that we might interpret as an eQTL.

To correct for the effect of such spurious signals in plotting Figure 2 of
the main text, we developed a correction factor based on the 634 genes for
there is a genotyped HapMap SNP inside the probe. To obtain this, we
masked the 634 known SNPs inside probes and computed the distribution
of the most significant SNPs in LD (r2 > 0.5) with the SNP inside the probe
as a function of absolute distance from the probe midpoint. Of these 634
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genes, only 55 were found to have a most significant SNP with p< 7× 10−6

in LD with the corresponding SNP inside the probe.
Since HapMap Phase II includes ∼1/3 of the common SNPs in the three

combined populations (7), we estimate that there are about 110 additional
genes with significant signals that are in fact spurious. We then assume
that the distribution of distances between the probes and the most signif-
icant SNPs is the same for these 110 spurious SNPs as for the 55 known
spurious signals. We then used the data to predict the numbers of most-
significant spurious eQTLs as a function of location relative to the probe.
(We divided the 100kb region around the probe midpoint into ten 1kb bins
anchored at the probe midpoint followed by nine additional 10kb bins at
greater distances.) For a given distance from the probe midpoint, we can
then compute the expected fraction of spurious signals by using the ratio
between the expected number of spurious most significant SNPs and the ob-
served number of most significant SNPs. (See Section 5 of the Supplement.)
Finally, for the subsequent analyses, we weight each most-significant SNP
by one minus the expected fraction of spurious signal according to the bin
location of the most significant SNP with respect to the probe midpoint.
In practice, we find that this adjustment has relatively little impact on the
overall profile of observed signals.

Hierarchical model

Notation. The data consist of SNP genotypes and gene expression mea-
surements for n individuals at each of K genes. Let yik denote the nor-
malized gene expression data for individual i (i in 1, . . . , n) at gene k (k in
1, . . . , K). Yk will denote the vector of gene expression values (y·k) across
the n individuals at gene k.

Next, let Mk be the number of genotyped SNPs in the cis-candidate
region of gene k. We denote the entire matrix of genotype data for these Mk

SNPs with the vector Gk, and individual genotypes as gijk for individual i
at SNP j of gene k. Genotypes are coded as having 0, 1, or 2 copies of the
minor allele.

Bayesian regression model. As mentioned in the main paper, our hi-
erarchical model applies the Bayesian regression framework of Servin and
Stephens (8). The effect of individual i’s genotype at SNP j (gijk) on their
gene expression level (yik) is assumed to follow a linear model:

yik = µ + ajkgijk + djkI(gijk = 1) + εijk (1)

where µ is the mean expression level at that gene for individuals with g =
0, and where ajk and djk are the additive and dominance effects of the
minor allele at SNP j. The residual, εijk, is assumed to be N(0, 1/τ) and
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independent for each yik, where 1/τ is the variance of expression levels within
each genotype class. The indicator function I(gijk = 1) is defined as 1 if the
genotype is heterozygous (gijk = 1) and 0 otherwise.

Let P 0
k denote the probability of the expression data Yk under the null

hypothesis that there are no cis-eQTNs in gene k (i.e., ajk = djk = 0 for
all j). Similarly, let P 1

jk denote the probability of the expression data Yk

assuming that SNP j is the eQTN. In this case, the effect sizes ajk and djk

are modeled as being drawn from mixtures of normal distributions centered
on 0 (see below for details). The Bayes factor for SNP j in gene k is defined
as

BFjk = P 1
jk/P 0

k , (2)

and measures the relative support for the hypothesis that SNP j is an eQTN
for gene k, versus the null hypothesis..

Prior on eQTN effect sizes. Comparing to the frequentist approach
(as the p-value based model), the Bayesian regression framework allows us
to investigate several kinds of regression models at the same time. We
considered three distinct models for the dominance of loci, and allowed the
data to estimate maximum likelihood frequencies of each type of model:

• purely additive: ajk 6= 0 and djk = 0.

• additive with moderate dominance: ajk 6= 0 and djk 6= 0.

• full dominance: if the derived allele is dominant then we can substitute
gijk in Eq. (1) by g1

ijk = 0, 2 with g1
ijk = 2 if individual i is homozygous

11 or heterozygous. Conversely, if the derived allele is recessive we can
subtitute gijk in Eq. (1) by g0

ijk = 0, 2 with g0
ijk = 0 if individual i is

homozygous 11 or heterozygous. Note that by doing this we implicitly
assume that djk = 0.

Then, as suggested by (8), we assumed that the effect sizes ajk and djk

are drawn from mixtures of normal distributions centered on 0 with variance
σ2

a/τ and σ2
d/τ , respectively. Specifically, we assume a mixture of 6 normal

distributions:

p(ajk, djk|W ) =
6∑

r=1

w(r)N(ajk; 0, σ(r)
a /

√
τ)N(djk; 0, σ

(r)
d /

√
τ)

if additive with moderate dominance

p(ajk, djk = 0|W ) =
6∑

r=1

w(r)N(ajk; 0, σ(r)
a /

√
τ)

if purely additive or full dominance
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where N(·; 0, σ) denotes the density of the normal distribution with mean
0 and standard deviation σ, W = (w(1), . . . , w(6)) is a vector of weights on
the mixture components (where the weights are non-negative and sum to
1), and σ

(r)
a , σ

(r)
d control, for each mixture component, the typical additive

and dominance effects, respectively, relative to the within-genotype class
standard deviation. Thus, our prior on the eQTN effect sizes can be written
as follows:

Prior(ajk, djk|W,Π) =Π+p(ajk, djk = 0|W+) + Π+dp(ajk, djk|W+d)

+ Πd(0)p(ajk, djk = 0|Wd(0), gijk = g0
ijk)

+ Πd(1)p(ajk, djk = 0|Wd(1), gijk = g1
ijk)

where W = (W+,W+d, Wd(0),Wd(1)), Π = (Π+, Π+d, Πd(0), Πd(1)) and

• Π+ is the prior probability that the effect of the eQTN is purely ad-
ditive,

• Π+d is the prior probability that the effect of the eQTN is additive
with moderate dominance,

• Πd(0) is the prior probability that the effect of the eQTN is fully dom-
inant with allele 1 being the recessive allele,

• Πd(1) is the prior probability that the effect of the eQTN is fully dom-
inant with allele 0 being the recessive allele,

and
∑

z={+,d+,d(0),d(1)}
Πz = 1.

Using our hierarchical model we estimated all the weights by maximum
likelihood by fixing (σ(1)

a , . . . , σ
(6)
a ) = (0.05, 0.1, 0.2, 0.4, 0.8, 1.6), and

σ
(r)
d = σ

(r)
a /4 (this prior on d allows for moderate departures from additiv-

ity).

Bayes Factor computation. With this mixture prior, the Bayes factors
(Equation 2) can be computed analytically. Specifically

BFjk =Π+

6∑

r=1

wr
+BF+

jk(σ
(r)
a ) (3)

+ Π+d

6∑

r=1

wr
+dBF+d

jk (σ(r)
a , σ

(r)
d ) (4)

+ Πd(0)

6∑

r=1

wr
d(1)BFd(0)

jk (σ(r)
a ) (5)

+ Πd(1)

6∑

r=1

wr
d(0)BFd(1)

jk (σ(r)
a ) (6)
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where BF+
jk(σa) is the Bayes Factor evaluated at a particular value of σa

under the purely additive regression model, BF+d
jk (σa, σd) is the Bayes Factor

evaluated at a particular value of (σa, σd) under the additive with moderate
dominance regression model, and BFd(z)

jk (σ(r)
a ), with z = 0, 1, is the Bayes

Factor evaluated at a particular value of σa under the recessive regression
model. For each model, we can derive an analytic expression for the Bayes
Factor from Protocol S1, equation 13 of (8).

Modeling the gene probability. Our hierarchical model assumes that
there are two mutually exclusive categories of genes. With probability Πsnp

k

gene k has a SNP inside the probe and with probability 1−Πsnp
k gene k has

no SNP inside the probe. We define Πsnp
k as follows:

Πsnp
k =

{
1 if gene k has a genotyped SNP inside the probe

Ns(1/α−1)
N−Ns

otherwise.

where Ns is the number of genes for which we observed a SNP inside the
probe (Ns =634 in our dataset), N the total number of genes (here N =
11446 + 634 = 12080) and α the fraction of actual SNPs which have been
genotyped (α ≈ 1/3 for the combined populations of HapMap Phase II), so
that Ns(1/α−1)

N−Ns
gives us an estimate of the fraction of genes for which there

could be a SNP inside the probe in the set of genes without an observed
SNP inside the probe (i.e N −Ns = 11446).

Then the probability of the expression data for gene k can be written as

Pr(Yk) = Πsnp
k (ΠsP

S
k + (1−Πs)PR

k ) + (1−Πsnp
k )PR

k (7)

where PS
k denotes the probability of the expression data Yk given that there

is a SNP inside the probe leading to exactly one spurious eQTN, PR
k is

the probability of the expression data Yk given that the probe signal is not
altered by a SNP inside the probe, and Πs is the probability that when a
gene has a SNP inside the probe this creates a spurious eQTN.

When we run the hierarchical model, we actually include the 634 genes
with a known SNP in the probe. For these genes, we set Πsnp

k = 1. These
genes then provide training data from which to estimate Πs and the distri-
bution of locations of spurious SNPs, relative to the probe location (param-
eterized by β and γ, defined below).

Modeling the probability to be a genuine eQTN. Given that the
probe signal is not altered by a SNP inside the probe, we consider two mu-
tually exclusive categories of genes: with probability Π0 there is no genuine
eQTN in the cis-candidate region and with probability Π1 = 1−Π0 there is
a genuine eQTN:

PR
k = Π0P

0
k + Π1P

1
k (8)
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where P 0
k denotes the probability of the expression data Yk given that there is

no genuine eQTN in gene k and P 1
k denotes the probability of the expression

data given that there is exactly one genuine eQTN.
Given that there is a single genuine eQTN in gene k, the probability of

the observed expression data, P 1
k , can be written as

P 1
k =

Mk∑

j=1

πjkP
1
jk (9)

where P 1
jk is the probability of the expression data given that SNP j is an

eQTN, and πjk is the (prior) probability that SNP j is an eQTN, given that
exactly one SNP in gene k is an eQTN.

A key feature of the hierarchical model is that the probability that SNP
j is an eQTN, πjk, is allowed to depend on the physical location of SNP
j relative to one or more “anchor” points, and other relevant annotations.
Suppose that we consider L different kinds of annotation, and let the indi-
cator δjkl equal 1 if SNP j at gene k has the lth annotation, and equal 0
otherwise. Then define

xjk =
L∑

l=1

λlδjkl, (10)

where Λ = (λ1, . . . , λL) is a vector of annotation effect parameters. We use
a logistic model to relate πjk to these annotation indicators, namely,

πjk =
exp(xjk)∑Mk

j′=1
exp(xj′k)

. (11)

Modeling the probability to be a spurious eQTN. Similarly to the
modeling of the probability to be a genuine eQTN, we defined P S

k , the prob-
ability of the expression data given that there is an untyped SNP in the
probe that creates a spurious eQTN, as follows:

P S
k =

∑

j

πs
jkP

s
jk (12)

where

πs
jk =

exp(φ(djk))∑Mk

j′=1
exp(φ(dj

′
k)))

, (13)

djk is the distance between SNP j in gene k and the midpoint of the probe
and φ(.) an appropriate function which should reflect the shape of LD decay
with distance. Here, we assumed φ(x) = β exp(−γ|x|) to be a reasonable
candidate, with (β, γ) being considered as model parameters.
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Likelihood for the hierarchical model. Substituting the above expres-
sions for P S

k and PR
k , into (7) and after some rearrangements, the likelihood

for the hierarchical model is

Pr(Yk|Θ) = Π∗0P
0
k + Πks

Mk∑

j=1

πs
jkP

s
jk + Π∗1

Mk∑

j=1

πjkP
1
jk (14)

= P 0
k


Π∗0 + Πks

Mk∑

j=1

πs
jkBFs

jk + Π∗1
Mk∑

j=1

πjkBF1
jk


 (15)

where:

• Πks = Πsnp
k Πs is the prior probability that there is a spurious eQTN

given that there is a SNP inside the probe,

• Π∗0 = (1 − Πks)Π0 is the prior probability that there is no genuine
eQTN given that there is no SNP inside the probe leading to a spurious
eQTN,

• Π∗1 = (1−Πks)Π1 is the prior probability that there is a genuine eQTN
given that there is no SNP inside the probe leading to a spurious
eQTN,

• Θ denotes the model parameters

• BFs
jk is the BF from the Bayesian regression given that the SNP is a

spurious eQTN,

• BFjk is the BF from the Bayesian regression given that the SNP is a
genuine eQTN.

To be explicit, the model parameters Θ include the annotation parameters
Λ, the parameters of the spurious term (β, γ), the mixture weights Ws for
the BF under the spurious model (and we assume that spurious eQTNs have
only purely additive effects, an assumption that has empirical support from
the 634 genes with a HapMap SNP inside the probe), the mixture weights
(W,Π) for the BF under the genuine eQTN model, and the proportions Π0

and Πs. The likelihood of the entire data set is the product of (15) across
all K genes. We fit the hierarchical model by maximizing the log-likelihood

L(Y |Θ) =
K∑

k=1

log(P 0
k ) +

K∑

k=1

log


Π∗0 + Πks

Mk∑

j=1

πs
jkBFs

jk + Π∗1
Mk∑

j=1

πjkBF1
jk




(16)
with respect to the model parameters Θ. (Note that the first term, involving
P 0

k does not depend on Θ, and so need not be evaluated.)
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Likelihood maximization. To maximize (16) we used an iterative strat-
egy based on a point-by-point golden maximization strategy (9). To speed
convergence of the maximization process, we initialized the parameters using
naive estimates of the λs based on the logarithm of the odds ratio computed
assuming Π0 = Πs = 0 but only on the subset of genes for which there is no
HapMap SNP inside the probe. We then force the algorithm to start with
Πs = 0.99 (i.e that we initially assume that 99% of the genes with a SNP
inside the probe have a spurious eQTN). The parameters of the spurious
model (β, γ) are also the first parameters to be estimated at each iteration
of our maximization algorithm.

Posterior probabilities. Once the likelihood has been maximized, we
can compute the posterior probability of a given SNP j to be either an
eQTN for gene k:

Pr(SNP j is an eQTN for gene k|Yk, Θ̂) =
Π̂∗1π̂jkBFjk

Pr(Yk|Gk, Θ̂)
(17)

or a spurious eQTN due to an unobserved SNP inside the target probe:

Pr(SNP j is spurious eQTN for gene k|Yk, Θ̂) =
Π̂ksπ̂

s
jkBFjk

Pr(Yk|Gk, Θ̂)
. (18)

Confidence interval of the parameters. After computing maximum
likelihood estimates of the model parameters, we constructed confidence in-
tervals for each parameter in turn from the log-likelihood curve by including
all values of the parameter θi for which log(L(Y |Θ̂−i; θi)) is within 2 units
of the maximum, fixing Θ̂−i = Θ̂−{θ̂i}. Under standard asymptotic theory,
confidence intervals constructed in this way would include the true value of
θi ≈ 95% of the time (this follows from the asymptotic χ2 distribution of
the log-likelihood-ratio statistic).

Testing for symmetry of signals at the TSS and TES. To assess
whether the signal peaks at the TSS and TES were biased either upstream
or downstream, we used the hierarchical model with ten 1kb bins on either
side of the anchor point (TSS and TES). We computed likelihoods under
a model where the 1kb bins immediately upstream and downstream of the
TSS (respectively TES) were (1) forced to use the same λ and (2) allowed
to use different values of λ. Under the null hypothesis (symmetry around
the TSS or TES), twice the difference in log likelihood between model (2)
and model (1) should follow a χ2(1) distribution.

Partitioning the cis-candidate region around an anchor point. Re-
call that in our analyses we considered only genes lower than 500kb and a
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cis-candidate region of 500kb from either side of the target gene plus the
gene itself. So, for each anchor point the partition has to cover the entire cis-
candidate region (i.e 1.5Mb). Depending on the anchor point we proceeded
as follows:

• TSS: the 500kb region upstream the TSS is divided into four bins of
100kb anchored at -500kb from the TSS, followed by nine bins of 10kb
and ten bins of 1kb. The 1Mb region downstream the TSS is then
divided in ten bins of 1kb anchored at the TSS, followed by nine bins
of 10kb and nine bins of 100kb.

• TES: the 1Mb region upstream the TES is divided into nine bins of
100kb anchored at -1Mb from the TES, followed by nine bins of 10kb
and ten bins of 1kb. The 500kb region downstream the TES is then
divided in ten bins of 1kb anchored at the TES, followed by nine bins
of 10kb and four bins of 100kb.

• Other anchors (CDSS, CDSE, CDSMID, TXMID, PRBMID): since
for these anchors the size of the upstream or downstream region varies
depending on the position of the anchor point within the transcribed
region, we used a quasi-symmetrical partition around the anchor de-
pending on the bias of the anchor: if the anchor is 5’ biased (CDSS
and CDSMID), we considered the upstream region to span 800kb oth-
erwise 700kb. Then we used the same strategy as for the TSS, TES:
100kb bins after a distance of 100kb from the anchor and nine 10kb
bins followed by ten 1kb bins for the 100kb region flanking the an-
chor (on each side). For the TXMID (transcipt midpoint) we used a
symmetric partition with 750kb on either side of the anchor and two
150kb bins at each end.

Note that whatever the anchor point, these partition schemes yield exactly
51 bins leading to 51 distinct λ’s in the hierarchical model. So, for example,
the TSS-only model which includes only the TSS anchor point has 51 bin
parameters meanwhile the TSS+TES model which consider both the TSS
and the TES anchor points has 51× 2 = 102 bin parameters.

Simulations

To investigate the properties of our methods, we developed the following
simulation scheme. We used the real HapMap data, and simulated the
expression data, conditional on the genotypes, as follows:

• a gene has a single eQTN with probability Π1,

• the location of this single eQTN depends only on its distance from the
TSS, whatever the gene size,
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• the effect on gene expression of the simulated eQTN is purely additive,

• the distribution of the proportion of variance explained by the simu-
lated eQTNs follows the observed distribution,

• only a fraction α of these eQTNs are genotyped in the simulated data
set.

To simulate such a dataset we looped on the gene transcripts of the original
dataset and proceeded as follows:

1. draw with probability Π1 = 0.20 if gene has an eQTN. Otherwise
discard the gene.

2. using a Laplacian distribution centered around the TSS draw the
eQTN location. The Laplacian distribution mimics a symmetrical ex-
ponential decay of the probability to be an eQTN around the TSS.
In practice, we used a discretized version of this distribution using
1kb bins spanning the entire region (i.e the gene region plus 500kb
from either side of the gene). Then, we picked with the corresponding
probability the 1kb bin eligible to contain the eQTN. If the bin didn’t
contain any HapMap SNPs, we repeated the previous step until pick-
ing a bin with at least one HapMap SNP inside. We then randomly
chose a HapMap SNP inside the bin to be the eQTN.

3. draw π the proportion of variance explained by the eQTN from the
observed distribution.

4. compute the eQTN effect size, namely a, by using the following approx-
imation: a ≈

√
π

(1−π)f(1−f) , where f is the derived allele frequency.

5. simulate the gene expression levels, {yi}, for the 210 HapMap individ-
uals as follows: yi ∼ N (a ∗ gi, σe) where gi = {0, 1, 2} is the eQTN
genotype of individual i and σe = 1−π is the environmental variance.

6. with probability 1 − α mask the HapMap SNP corresponding to the
eQTN. If the SNP is masked it will be ignored in the subsequent anal-
yses. The results plotted use either α = 1 (complete genotype data) or
α = 0.3, which is an estimate of the fraction of true eQTNs in the real
data since HapMap Phase II is estimated to contain around 30% of
the total number of common SNPs in the three combined populations.

Spurious signal

Figure S19 illustrates the idea of the correction used in Figure 2 of the
main paper in order to control for any confouding effect due to spurious
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signal from HapMap SNP in LD with an unobserved SNP inside the probe.
The assumptions underlying this correction are: i) if there is an ungenotyped
SNP inside the probe, any HapMap SNP in moderate or strong LD with that
SNP can generate a spurious eQTL, ii) the probability to observe a spurious
eQTL then mainly depend on the extend of LD from either side of the probe
midpoint, iii) the 634 genes for which we observe a HapMap SNP inside the
probe constitute a good subset of genes to learn about the probability that
a SNP inside the probe affects the gene expression measurement and also
about the probability to find a spurious eQTL as a function of distance from
the probe midpoint.

In Figure S19 we plotted signal as a function of absolute distance from
the probe midpoint based on the 11,446 genes without a HapMap SNP
inside the probe and the 634 genes with at least one HapMap SNP inside
the probe. In each panel the black part of the bars correspond to the number
of most significant SNPs (p < 7 × 10−6) in moderate LD (r2 > 0.5) with
the SNP inside the probe for the corresponding 634 genes (the SNP inside
the probe being masked). The red and green parts of the bar correspond
to the number of most significant SNPs observed in the remaining 11,446
genes without a HapMap SNP inside the probe. Since HapMap contains
only ∼ 1/3 of common SNPs, the red fraction of each bar is roughly equal
to twice the black fraction, and thus corresponds to the fraction of signal
expected to be spurious due to an unoberved SNP inside the probe (among
the 11,446 genes). Thus the green part represents the fraction of eQTLs that
we expect to be genuine. So that, in a given bin, taking the ratio between
the red part, namely r, and the red plus the green parts, namely r + g,
gives us the expected fraction of spurious eQTLs in that bin (e ≈ r/(r+g)).
Consequently, the contribution to further analyses of each eQTLs falling in
that bin has to be weighted by one minus this fraction (i.e 1− e which can
be interpreted as the probability that the SNP is a genuine eQTL).

Note that assuming that all the genuine eQTLs inside the 1kb bin around
the probe midpoint are in fact spurious is pretty unlikely as this will mean
that only 10% of the common SNPs are genotyped in that bin. But we know
that ∼95% of the probes are located into the last exon of the target genes,
a region which is likely to exhibit a positive ascertainment bias as suggested
by its high SNP density (see Table S2).
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