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Supporting Information Appendix 
 

An extended version of the present Supporting Information Appendix (115 pages) featuring the 
compelet set of structural data (Cartesian coordinates) is available by contacting the last 
corresponding author at: olivucci@unisi.it 

 
1. Computations 
 
 The model of the switches in solution was constructed by placing the chromophore in a 
rectangular box of methanol molecules positioned within 10 Å from any given atom of the 
chromophore using xleap module of Amber package (1). To neutralize the system we added a 
chloride anion. The average ground state configuration of the methanol molecules (i.e. the 
solvent) has been determined according to the following procedure: the solvent (including the 
counterion) was minimized for 2000 steps using the steepest descent method while keeping the 
chromophore (i.e. the solute) fixed in its gas-phase configuration. In this step the partial charges 
of the chromophore atoms were determined with GAUSSIAN03(2), using a Restrained 
ElectroStatic Potential (RESP) procedure at the HF/6-31G* level of theory. In the next step we 
performed CASSCF/6-31G*/AMBER geometry optimization to relax the coordinates of the QM 
chromophore, MM counterion and solvent molecules (only in the case of data in next Section 1) 
with any atom within less than 4.5 Å from any solute atom. The positions of the remaining 
solvent molecules, more distant from the chromophore, were kept frozen. The QM calculations 
are based on a CASSCF/6-31G* level including an active space of 12 electrons in 11 π-orbitals 
(i.e. the full π-system of the solute). The MM (we use the Amber96 force field) and QM parts 
interact in the following way: (i) the QM atoms feel the set of MM point charges, (ii) stretching, 
bending and torsional potentials involving at least one MM atom are described by the MM 



  
- SI2 - 

 
 

 

potential (iii) QM and MM atom pairs interact via either standard or re-parametrized van der 
Waals potentials. Since the van der Waals atomic parameters for the switch molecule are not 
defined in the Amber96 force-field, we have used the parameters already developed in ref. (3) 
following the procedure proposed in ref. (4). The van der Waals parameters are (R*=1.8778 Å, 
ε=0.0860 kcal·mol-1) for a sp2 carbon atom of the switch model system, (R*=1.8891 Å, 
ε=0.1094 kcal·mol-1) for a sp3 carbon atom of 1 system and (R*=0.9237 Å, ε=0.0157 kcal.mol-1) 
for the hydrogen atoms attached to sp2 or sp3 carbons. The van der Waals parameters for the 
nitrogen atom are (R*=1.8311 Å, ε=0.1700 kcal·mol-1) and for the hydrogen atom bounded to it 
are (R*=0.6024 Å, ε=0.0157 kcal·mol-1). The van der Waals parameters for the oxygen atom of 
the p-OMe group have been taken from the general Amber force field (GAFF) (5) for organic 
molecules and are (R*=1.6837 Å, ε=0.1700 kcal·mol-1). GAFF is designed to be compatible with 
existing Amber force fields for proteins and nucleic acids, and has parameters for most organic 
and pharmaceutical molecules that are composed of H, C, N, O, S, P, and halogens. CASSCF/6-
31G*/AMBER geometry optimization is carried out with the GAUSSIAN03(2), TINKER 4.2 
(6). To account for a dynamical correlation energy a CASPT2 on four root state average 
CASSCF calculations (weights: 0.25, 0.25, 0.25, 0.25) were carried out using the MOLCAS 6.2 
(7) software. ). The accuracy of this (low-cost) solvent model is assessed re-optimizing the Z-1 
and E-1 equilibrium structures using the ASEP/MD protocol (see Section 4 below) that provides 
a rigorous model of the solvent shell. This is a mean field approximation (8) method where 
solvent MM-based molecular dynamics calculations and solute QM geometry optimizations are 
alternated and iterated until the solute charge distribution and the average electrostatic potential 
generated by the solvent are mutually equilibrated. 
 
2. Z to E and E to Z paths 

 
 
Table S2.1 Absolute energy (hartee) for the Z-1 (relaxed and fixed solvent shell) and E-1 
(relaxed solvent shell) optimized structuresa along the C9′-C1'-C4-C5 reaction coordinate. 

 
 

Structure (Z-1) 
Relaxed Solvent Shell 

Energy 

 CASSCF CASPT2 
bS0-Z-1 (S0 S1) -786.60980 (S0) 
S0-Z-1 (S0 S2) 
S0-Z-1 (S0 S3) 

MM: -0.65990  
-788.43750 (S0) 
-788.31650 (S1) 
-788.29464 (S2) 
-788.25216 (S3) 

   
S1-17deg (S0 S1) -786.56463 (S0) 

-786.45068 (S1) 
S1-17deg (S0 S2) 
S1-17deg (S0 S3) 

-788.41552 (S0) 
-788.32874 (S1) 
-788.28558 (S2) 
-788.27459 (S3) 

 

MM: -0.66651 

 
S1-22deg (S0 S1) -786.56382 (S0) 

-786.45292 (S1) 
S1-22deg (S0 S2) 
S1-22deg (S0 S3) 

MM: -0.66642 

-788.41509 (S0) 
-788.33084 (S1) 
-788.28577 (S2) 
-788.27596 (S3) 
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S1-33deg (S0 S1) -786.56073 (S0) 
-786.45742 (S1) 

S1-33deg (S0 S2) MM: -0.66675 

S1-33deg (S0 S3)  

-788.41240 (S0) 
-788.33449 (S1) 
-788.28409 (S2) 
-788.27621 (S3) 

   
S1-41deg (S0 S1) -786.55691 (S0) 

-786.46535 (S1) 
S1-41deg (S0 S2) 

S1-41deg (S0 S3) 

MM: -0.66560 

-788.40999 (S0) 
-788.34277 (S1) 
-788.28229 (S2) 
-788.27286 (S3) 

   
S1-49deg (S0 S1) -786.55246 (S0) 

-786.47428 (S1) 
S1-49deg (S0 S2) 

S1-49deg (S0 S3) 

MM: -0.66532 

-788.40598 (S0) 
-788.35229 (S1) 
-788.27964 (S2) 
-788.27287 (S3) 

   
S1-57deg (S0 S1) -786.54529 (S0) 

-786.48351 (S1) 
S1-57deg (S0 S2) 

S1-57deg (S0 S3) 

MM: -0.66522 

-788.39926 (S0) 
-788.36052 (S1) 
-788.27464 (S2) 
-788.26790 (S3) 

   
S1-65deg (S0 S1) -786.53608 (S0) 

-786.49291 (S1) 
S1-65deg (S0 S2) 

S1-65deg (S0 S3) 

MM: -0.66554 

-788.389212 (S0) 
-788.36758 (S1) 
-788.26797 (S2) 
-788.26343 (S3) 

   
S1-73deg (S0 S1) -786.52585 (S0) 

-786.50295 (S1) 
S1-73deg (S0 S2) 

S1-73deg (S0 S3) 

MM: -0.66549 

-788.37682 (S0) 
-788.37340 (S1) 
-788.26050 (S2) 
-788.26333 (S3) 

   
S1-81deg (S0 S1) -786.52171 (S0) 

-786.51920 (S1) 
S1-81deg (S0 S1) 

S1-81deg (S0 S2) 

MM: -0.66407 

-788.38141 (S0) 
-788.37588 (S1) 
-788.26579 (S2) 
-788.27113 (S3) 

   
S1-90deg (S0 S1) -786.51520(S0) 

-786.50683 (S1) 
-788.36486 (S0) 
-788.36898 (S1) 
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S1-90deg (S0 S1) 
S1-90deg (S0 S2) 

MM: -0.66694 -788.25492 (S2) 
-788.25965 (S3) 

   
 
 

Structure (E-1) 
Relaxed Solvent Shell 

Energy 

 CASSCF CASPT2 
cS0-E-1 (S0 S1) -786.54677 (S0) 
S0-E-1 (S0 S2) 
S0-E-1 (S0 S3) 

MM: -0.59677 
-788.44039 (S0) 
-788.31807 (S1) 
-788.29266 (S2) 
-788.25170 (S3) 

   
S1-E-165deg (S0 S1) -786.51209 (S0) 

-786.40073 (S1) 
S1-E-165deg  (S0 S2) 
S1-E-165deg  (S0 S3) 

-788.40920  (S0) 
-788.32560  (S1) 
-788.27543  (S2) 
-788.27195  (S3) 

 

MM: -0.62288 

 
S1-E-157deg (S0 S1) -786.50700 (S0) 

-786.40174 (S1) 
S1-E-157deg  (S0 S2) 
S1-E-157deg  (S0 S3) 

MM: -0.62258 

-788.40530 (S0) 
-788.32672 (S1) 
-788.27289 (S2) 
-788.27100 (S3) 

   
S1-E-146deg  (S0 S1) -786.50459 (S0) 

-786.40536 (S1) 
S1-E-146deg   (S0 S2) 
S1-E-146deg   (S0 S3) 

MM: -0.61080 

-788.41209 (S0) 
-788.33991 (S1) 
-788.28286 (S2) 
-788.28547 (S3) 

   
S1-E-134deg   (S0 S1) -786.49627 (S0) 

-786.41127 (S1) 
S1-E-134deg   (S0 S2) 

S1-E-134deg (S0 S3) 

MM: -0.61025  

-788.40504 (S0) 
-788.34785 (S1) 
-788.27677 (S2) 
-788.27824  (S3) 

   
S1-E-124deg   (S0 S1) -786.48906 (S0) 

-786.42121 (S1) 
S1-E-124deg   (S0 S2) 
S1-E-124deg (S0 S3) 

MM: -0.61143 

-788.39774 (S0) 
-788.35533 (S1) 
-788.27276 (S2) 
-788.27153 (S3) 

   
S1-E-114deg   (S0 S1) -786.47998 (S0) 

-786.43139 (S1) 
S1-E-114deg   (S0 S2) 
S1-E-114deg (S0 S3) 

MM: -0.61191 

-788.38874 (S0) 
-788.36318 (S1) 
-788.26664 (S2) 
-788.26588 (S3) 

   
S1-E-106deg (S0 S1) -786.47765 (S0) 

-786.44758 (S1) 
-788.37589 (S0) 
-788.36671 (S1) 
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S1-E-106deg (S0 S2) 

S1-E-106deg (S0 S3) 

MM: -0.62010 -788.25835 (S2) 
-788.26070 (S3) 

   
S1-E-96deg (S0 S1) -786.48274 (S0) 

-786.47288 (S1) 
S1-E-96deg (S0 S2) 
S1-E-96deg (S0 S3) 

MM: -0.62785 

-788.36735 (S0) 
-788.37861 (S1) 
-788.26067 (S2) 
-788.26497 (S3) 

   
S1-E-92deg (S0 S1) -786.47982(S0) 

-786.47900 (S1) 
S1-E-92deg (S0 S2) 

S1-E-92deg (S0 S3) 

MM: -0.62871 

-788.36907 (S0) 
-788.37980 (S1) 
-788.26041 (S2) 
-788.26456 (S3) 

   
 

Structure (Z-1) 
Fixed d Solvent 

Shell 

Energy 

 CASSCF CASPT2 
S1-17deg (S0 S1) -785.91544 (S0) 

-785.80087 (S1) 
S1-17deg (S0 S2) 
S1-17deg (S0 S3) 

MM: -0.01596 

-788.41716 (S0) 
-788.33087 (S1) 
-788.28629 (S2) 
-788.27721 (S3) 

   
S1-22deg (S0 S1) -785.91413 (S0) 

-785.80312 (S1) 
S1-22deg (S0 S2) 
S1-22deg (S0 S3) 

-788.41581 (S0) 
-788.33218 (S1) 
-788.28578 (S2) 
-788.27797 (S3) 

 

MM: -0.01635 
 

 
S1-33deg (S0 S1) -785.91070 (S0) 

-785.80763 (S1) 
S1-33deg (S0 S2) 
S1-33deg (S0 S3) 

MM: -0.01705 

-788.41229 (S0) 
-788.33497 (S1) 
-788.28369 (S2) 
-788.27753 (S3) 

   
S1-41deg (S0 S1) -785.90660 (S0) 

-785.81561 (S1) 
S1-41deg (S0 S2) 
S1-41deg (S0 S3) 

MM: -0.01736 

-788.40850 (S0) 
-788.34181 (S1) 
-788.28108 (S2) 
-788.27611 (S3) 

   
S1-49deg (S0 S1) -785.90226 (S0) 

-785.82476 (S1) 
S1-49deg (S0 S2) 
S1-49deg (S0 S3) 

MM: -0.01763 

-788.40388 (S0) 
-788.35091 (S1) 
-788.27754 (S2) 
-788.27176 (S3) 
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S1-57deg (S0 S1) -785.89593 (S0) 
-785.83428 (S1) 

S1-57deg (S0 S2) 

S1-57deg (S0 S3) 

MM: -0.01823 

-788.39701 (S0) 
-788.35837 (S1) 
-788.27250 (S2) 
-788.26670 (S3) 

   
S1-65deg (S0 S1) -785.88704 (S0) 

-785.84409 (S1) 
S1-65deg (S0 S2) 
S1-65deg (S0 S3) 

MM: -0.01862 

-788.38713 (S0) 
-788.36538 (S1) 
-788.26596 (S2) 
-788.26253 (S3) 

   
S1-73deg (S0 S1) -785.87663 (S0) 

-785.85440 (S1) 
S1-73deg (S0 S2) 
S1-73deg (S0 S3) 

MM: -0.01892 

-788.37400 (S0) 
-788.37085 (S1) 
-788.25829 (S2) 
-788.26100 (S3) 

   
S1-81deg (S0 S1) -785.86536 (S0) 

-785.86457 (S1) 
S1-81deg (S0 S1) 
S1-81deg (S0 S2) 

MM: -0.01661 

-788.36504 (S0) 
-788.37234 (S1) 
-788.25610 (S2) 
-788.25964 (S3) 

   
a For the abbreviations see text 
b S0-Z-1 corresponds to the FC structure 
c S0-E-1 corresponds to the FC structure 
d The fixed solvent shell refers to the solvent shell structure at the Franck-Condon point 
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2.1 Z to E Initial Intrinsic Reaction Coordinate (IRC) 
 

 
Figure S2.1 Initial part of an IRC computation (the point at 0.0 a.u. is the Franck-Condon point 
with torsional deformation -11.4º and corresponding to structure S0-Z-1) for the Z→E S1 
photoisomerization path. Full diamonds, squares, triangles and crosses show the S0, S1, S2, and 
S3 CASPT2 energy profiles computed along the IRC coordinate. The structures and values in 
parenthesis (for the C1'-C4 central bond length and C9′-C1'-C4-C5 dihedral angle respectively) 
document the molecular changes along the reaction coordinate. The open circles indicate the 
energy of the scan points given in Fig. 1 of the main text which are closer (in terms of the value 
of the C9′-C1'-C4-C5 dihedral angle) to the computed IRC points. The geometrical parameters are 
given in Å and degrees. 
 
3. E-CI-1 (-106°) to Z  path 
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Figure S3.1: S0 (lower curve) and S1 (upper curve) energy profile for the E-CI-1 to Z-1 S0 
reaction path (solvent fixed) from single point 4-roots CASPT2//CASSCF/Amber computations. 
The energies are relative to E-CI-1. The geometrical parameters are given in Å and degrees. The 
solvent shell is unrelaxed. 
 

 
4. The ASEP/MD Calculation of the E/Z equilibrium 
 
 4.1 Methodology 

 
 The ASEP/MD method has been used in the study of the vertical transitions energies for both 
the E and Z isomers and in the calculation of the in solution free energy difference between 
them.  
 
 ASEP/MD is a QM/MM effective Hamiltonian method that makes use of the mean field 
approximation(8), that is, it introduces into the solute molecular Hamiltonian the averaged 
perturbation generated by the solvent. The method combines quantum mechanics (QM) and 
molecular mechanics (MM) techniques, with the particularity that full QM and MM calculations 
are alternated and not simultaneous. During the MD simulations, the intramolecular geometry 
and charge distribution of all the molecules are considered as fixed. From the resulting data, the 
average electrostatic potential generated by the solvent on the solute is obtained. This potential 
is introduced as a perturbation into the solute’s quantum mechanical Hamiltonian, and by 
solving the associated Schrödinger equation, one gets a new charge distribution for the solute, 
which is used in the next MD simulation. The iterative process is repeated until the electron 
charge distribution of the solute and the solvent structure around it are mutually equilibrated. 
The main characteristics of the method have been described elsewhere (8-12). Here, we shall 
detail only some points pertinent to the current study. 
 
a) Geometry optimization  
 
 The solute geometry in presence of the solvent was optimized using a technique described in 
a previous paper (13)} and based on the use of the free-energy gradient method (14-16). At each 
step of the optimization procedure the mean value of total force, F, and the hessian, H, of the 
solute averaged over a representative set of solvent configurations were calculated as the sum of 
the solute and solvent contributions and were used to obtain a new geometry by using the 
Rational Function Optimization method. The force and Hessian read(13): 
 

 

! 

F(r) = "
#G(r)

#r
= "

#V (r,X)

#r
$ "

# V (r,X)

#r
 [S4.1] 

 

! 

H(r,r') "
#
2
V (r,X)

#r#r'
 [S4.2] 

 
where G(r) is the free-energy, V(r,X) is a potential energy, sum of intra- and intermolecular 
(solute-solvent) contributions, and the brackets denote a statistical average over the solvent 
configurations, X.  
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b) Vertical transition energies 
 

 The determination of vertical transition energies with ASEP/MD involves two processes. In 
the first, the solvent structure and the charge distribution and geometry of the solute become 
mutually equilibrated. In the second, transition energies are calculated using the solvent 
structure and solute geometry obtained in the first step. During the electron transition we apply 
the Franck-Condon principle, hence, we consider as fixed the solute geometry and the solvent 
structure around it.  

 
c) Free energy difference 

 

 Once the in solution structures of the “i” and “f” states have been determined, the standard 
free-energy difference between them can be written as sum of two terms  

 

 
int
GEG solutediff !+!=!   [S4.3] 

 
where  
 
       ><!>=<!=" i

QM

if

QM

fif

solute HHEEE #### |ˆ||ˆ|  [S4.4] 
 
 is the ab initio difference between the two quantum mechanics, QM, states (excited and ground 
state in this case) calculated using the in vacuo solute molecular Hamiltonian, QMĤ , and the 
electronic wave-functions obtained in solution by solving the following Schrödinger equation 
 
 >>=+ !! ||)ˆˆ( / EHH elect

MMQMQM  [S4.5] 

 
 ! ""= )(ˆˆ

/ rVdrH ASEP

elect

MMQM #  [S4.6] 

 
where VASEP(r) is the averaged electrostatic potential generated by the solvent, that in general 
depends on the solute state. Details about the calculation of )(rV

ASEP
can be found elsewhere(8-

12). !̂ is the charge density operator of the solute. The solute-solvent Lennard-Jones 
contribution is added to the energy a posteriori and hence has not effect on the solute 
wavefunction, obviously, it contributes to the final value of the gradient and Hessian. 
 
In Eq. S4.3, ΔGint is the difference in the solute-solvent interaction free energy between the two 
QM states. This term can be calculated by using the Free Energy Perturbation (FEP) method 
(17-19). The solute geometry was assumed to be rigid and a function of the perturbation 
parameter (! ) while the solvent was allowed to move freely. When 0=! , the solute geometry, 
the charges and the solute-solvent Lennard-Jones parameters correspond to the initial state. 
When 1=! , the charges, Lennard-Jones parameters, and geometry are those of the final state. 
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For intermediate values a linear interpolation is applied. The free-energy difference between the 
states at λ and λ + Δλ calculated through FEP theory is 
 

! 

"G# = $RT exp $
ˆ H 

QM / MM
# + "#( ) $ ˆ H 

QM / MM
#( )

RT

% 

& 
' ' 

( 

) 
* * 

#

 [S4.7] 

 
where R is the gas constant, T is the absolute temperature and <>k

 denotes the ensemble average 
at state λ. The total free-energy change between the two QM states is thus 
 

!
=

=

"="
1

0

int

#

#
#GG   [S4.8] 

 
A value of Δλ = 0.025 was used. That means that a total of 40 separate molecular dynamics 
simulations were carried out to determine the free energy. To test the convergence of the 
calculation, the differences in interaction free energy calculated forward and backward are 
compared.  
 

The MD simulations were carried out using the program MOLDY (20). This program 
considers the system to be an assemblage of rigid molecules, and employs a modification of the 
Beeman algorithm proposed by Refson (21). The simulation had one chromophore molecule and 
500 methanol molecules contained at fixed intramolecular geometry in a cubic box of 32.5 Å. 
No counterion was included. Previous studies of Rajamani and Gao (22) and Röhrig et al. (23) 
using chloride as counterion find that, because of the large dielectric screening effects of 
methanol, the effect of the counterion on the structure and spectra of the solute is minimal. This 
has been corroborated by experiments showing that the position of the chromophore absorption 
band in polar solvents is not affected by the nature of the counterion(24). The solute parameters 
were obtained by combining Lennard-Jones interatomic interactions (25) with electrostatic 
interactions. Periodic boundary conditions were applied, and spherical cutoffs were used to 
truncate the interaction between the solute and methanol at 12 Å. The electrostatic interaction 
was calculated with the Ewald method. The temperature was fixed at 298 K using the Nosé-
Hoover (26) thermostat. Each simulation was run for 150 000 time steps, where 50 000 were for 
equilibration and 100 000 for production. A time step of 0.5 fs was used.  
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4.2 Results 

 
 

Figure S4.1: Comparison between the S0 equilibrium structures computed with the ASEP/MD 
solvent model and the approximate solvent model described in Section 1 (parameters in italics). 
(A) S0-Z-1 and (B) S0-E-1 The geometrical parameters are given in Å and degrees. 
 

 
Table S4.1 Lennard-Jones solute-solvent interaction parameters. 

 
 

 R* (Å) ε(kcal/mol) 
Methanol   
O 1.7210 0.2104 
C 1.9080 0.0860 
H 1.4870 0.0157 
H(OH) 0.0000 0.0000 
Solute   
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C(sp3) 1.8891 0.1094 
C(sp2) 1.8778 0.0860 
N 1.8311 0.1700 
H(NH) 0.6024 0.0157 
O 1.6837 0.1700 
Cl 2.4700 0.1000 

 
 

Table S4.2 Energies for Z-1 and E-1 isomers where both Z and Cl- are considered as 
quantum particles (See text for details) 

 
Z-1  S0 S1 S2 S3 

Cycle 16 -1248.12352 -1248.00027 -1247.97383 -1247.93477 
Cycle 17 -1248.13068 -1248.00544 -1247.97999 -1247.94246 
Cycle 18 -1248.11670 -1247.99416 -1247.96746 -1247.93097 
Cycle 19 -1248.11715 -1247.99364 -1247.96729 -1247.93073 

CASPT2 
(hartree) 

Cycle 20     
 

   S0 → S1 S0 → S2 S0 → S3 
Cycle 16 - 77.3391 93.9301 118.4417 
Cycle 17 - 78.5889 94.5541 118.1057 
Cycle 18 - 76.8941 93.6488 116.5518 
Cycle 19 - 77.5027 94.0339 116.9756 

ΔE 
(kcal mol-1) 

Cycle 20 - 77.4938 94.2864 116.2122 
 

Average value  - 77.564±0-62 94.091±0.35 117.257±0.97 
 

E-1  S0 S1 S2 S3 
Cycle 11 -1248.20023 -1248.07303 -1248.04929 -1248.01477 
Cycle 12 -1248.21558 -1248.08698 -1248.06427 -1248.03102 
Cycle 13 -1248.21811 -1248.09225 -1248.06792 -1248.03164 
Cycle 14 -1248.20530 -1248.07820 -1248.05436 -1248.01927 

CASPT2 
(hartree) 

Cycle 15 -1248.20621 -1248.07801 -1248.05493 -1248.02059 
 

   S0 → S1 S0 → S2 S0 → S3 
Cycle 11 - 79.8171 94.7174 116.3755 
Cycle 12 - 80.6980 94.9433 115.8122 
Cycle 13 - 78.9749 94.2475 117.0085 
Cycle 14 - 79.7532 94.7146 116.7347 

ΔE 
(kcal mol-1) 

Cycle 15 - 80.4465 94.9268 116.4744 
 

Average value  - 79.94±0.67 94.71±0.28 116.48±0.45 
 

 
Table S4.3 Free energy calculation. 
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 Internal energya (ua) 
 Z Isomer E Isomer 
Cycle 11 -785.783425 -785.778818 
Cycle 12 -785.782779 -785.780372 
Cycle 13 -785.783346 -785.779725 
Cycle 14 -785.782805 -785.779569 
Cycle 15 -785.782859 -785.781224 
Average -785.783043 -785.779942 
SDb (kcal mol-1) 0.1979 0.5681 
a >=< !! |ˆ| 0

QMHE  
b Standard deviation 
 
 
According to equation S4.3 
 

int
GEG solutediff !+!=! = int

00 |ˆ||ˆ| GHH
E

QM
EZ

QM
Z !+><">< #### =  

 
-1.9462298 + 1.22427208 = -0.722 kcal mol-1 

 
where ΔGint, the difference in the solute-solvent interaction free energy between the two QM 
states, has been calculated by using the Free Energy Perturbation (FEP) method. 
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5. A 2D model for the initial photoexcited dynamics.  
 

We adopted a two-dimensional (2D) model for the potential energy surface (PES) of the S1 

excited-state of the chloride--Z-1 ion pair in solution. The two coordinates are respectively a 

stretching x of the conjugated carbon backbone and the  -C1’=C4- reactive torsion ! .  The 2D 

potential is plotted in Fig. S9-1 where the blue spot indicates the FC point, i.e. the position of  

the minimum of the ground electronic state S0. 

 

Figure S5.1:  Formulation of the S1 potential energy surface 2D-model. (A) 3D Plot (left) and 
contour plot (right) of the 2D model ),(1 !xV  of the S1 PES of chloride•Z-1 chromofore in 
solution  (the yellow line reports pictorially the minimum energy path). (B) Minimum energy 
path as function of the reactive torsion, computed for the real molecule in full-coordinate space 
at the CASPT2 level and for the 2D model potential. (C) Left panel: decay of the excited state 
population for the 2D model with scaled frequencies and frozen position for Cl anion (red curve), 
with unscaled frequencies and frozen position for Cl anion (blue curve), and  with scaled 
frequencies and Cl- rotating with the pirroline ring (green curve).  Right panel: average position 
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of the wavepacket as a function of time (red dashed curve), and three snapshots of the 
wavepacket at 20 fs (gray spots), 100 fs (blue spots), and 180 fs (white spots); in background the 
contour plot of the 2D potential. (D) Kinetic energy time evolution for the 2D model, scaled 
frequencies, moment of inertia computed for Chlorine fixed in space (faster model). At longer 
times the average kinetic energy is not meaningful anymore. 
 
 

The 2D potential ),(1 !xV  reproduces all the known features of the S1 PES of chlorine--Z-1, and 

in particular its MEP closely resembles the CASPT2//CASSCF MEP (see Fig. S9-2).  Details on 

the mathematical expression of ),(1 !xV  are postponed to the next section. The FC point is at  

! =-11  degrees, with an energy of 75.9 Kcal mol-1. At the increase of the twisting !  the 

potential shows up a quasi-plateau in the region -33<! <-16 and then the energy decreases 

steeper with ! , being 36.4 Kcal mol-1 at ! =-73 degrees and x=0. At smaller values of the 

torsion coordinate (i.e. moving toward a perpendicular arrangement) the MEP on the S1 surface 

of the true molecule enters into an intersection seam CI with the ground state S0 (see Fig. 2 of 

the text). 

  The present 2D model is designed to describe the motion of the initial wavepacket starting in 

the FC region toward the CI region, assuming that once reached CI it never goes back to FC.  

As the model does not explicitly describe the nonadiabatic transition S1/S0, the exact shape of 

the potential in the region of the perpendicular arrangements is not relevant, and the intersection 

seam is conveniently substituted by a global minimum, named by analogy CI, located at x=0 

and ! =-90 lying at 33 Kcal mol-1. The ground state potential is assumed to be harmonic, with 

parameters indicated in the next section. The excited state potential energy surface is harmonic 

with respect to 

! 

x  but not to ! . The model assumes, consistently with the result of trajectory 

simulations on Rhodopsin (see ref. 32 in the main text), that a negligible amount of kinetic 

energy could be transfer between the two modes within the excited state lifetime. 

 

 5.2 Mathematical expression for the 2D model of the S0 and S1 PES. 
 

 The PES of the ground electronic state S0 is harmonic 

 

)()(),(
000 !! !VxVxV x +=   [S5.1] 

22
00 )(

2

1
)( FCxxx xxxV != "µ   and   22

00 )(
2

1
)( FCIyV !!"!!! #=  [S5.2] 
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where the FC point is ),( FCFCx ! , with 11=FC!  degrees and 2883.0!=FCx  bohr (this latter 

chosen  to reproduce the CASPT2  FC energy).    The mass associated to the stretching is 6 amu, 

i.e the reduced mass of a C-C stretching.  The moment of inertia associated to the torsion has 

been obtained assuming a rigid rotation around the axis of the C1’-C4 bond of both the left 

(moment of inertia 
L
I ) and the right (moment of inertia 

R
I ) moieties of the molecule and 

computing the reduced moment )/(
RLRL
IIIII +=! .  The chlorine counterion has been 

excluded from the computation, considering that it does not follow adiabatically the twisting. 

This choice is justified by the fact that it is not connected to the solute molecule by covalent 

bonds but only through coulombian and not directional forces, and that being rather heavy it 

should have a larger inertia to motion.  The resulting value for !I  is 572 amu bohr2.   

To choose the frequencies of the two modes, we performed a CASSCF(10,9)/3-21G* normal 

mode analysis of the S0 minimum.  The frequency associated to the reactive torsion is 131.5 cm-

1, while we identified two normal modes, with frequency 1739.8 cm-1 and 1764.6 cm-1 

respectively, that contribute significantly to the backbone stretching x leading from the FC point 

toward CI. Therefore we associated to x a frequency  with the average value 1752.2 cm-1. 

CASSCF frequencies are often scaled by an empirical factor 0.9 to take into account the lack of 

the effect of dynamical correlation.  In conclusion we used the values 0x!  =1577 cm-1  for the 

stretching and  0!"  =124 cm-1 for the torsion, checking that, as we will comment below, our 

results are negligibly dependent on their exact values (obviously, if they vary in a  reasonable 

range).   

 

The mathematical expression of the S1 PES is still harmonic along the stretching x but more 

complex along !  so to describe the plateau region. The parabola along x  has a minimum at 

0=x  
  

 

! 

V
1
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To establish the value of the frequency 
x

!  we performed an excited-state CASSCF(10,9)/3-

21G* normal mode analysis for the structure corresponding to a -16 degrees twisting around of 

the C1’-C4 bond, corresponding to the quasi-minimum on the excited-state MEP reported in 

Figure. SI5.1B.  As in the ground state case, there are two normal modes that contribute 
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significantly to our model x stretch, with frequencies of 1368.1 cm-1 and 1390.5 cm-1 . The 

average frequency is 1379.3 which once scaled by the usual 0.9 factor gives a value 
x

! = 1241 

cm-1. 

 

Mimicking the ab initio data the S1 profile along the torsion!  is more complex. Briefly, it is 

expressed as the lower PES deriving from the coupling of two parabola with different 

equilibrium positions.   
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This expression allows to create a flexible double-minimum shape with variable barrier (or 

plateau) and equilibrium positions. The values of the parameters 
a

! =170 cm-1 , 5/ab !! = , 

a0! =-16 degrees, b0! =-90 degrees, 0E =31 Kcal/mol, 
c

! =-36 degrees, c=17 Kcal/mol and 

! =23 degrees allow to reproduce the minimum energy path on the S1 surface of the full-

dimensionality system Z-1 as computed at CASPT2//CASSCF level (see Fig. S5.1B). 

 

 5.3 Results. 
 

 We simulate the motion of an initial wavepacket prepared by an ultrafast excitation of the 

ground vibrational state !g|  of the S0 PES, running a bunch of 1000 trajectories whose initial 

conditions sample the Wigner distribution of !g|  (both in the coordinate and in the momenta 

space), and we computed the decay of the excited population )(tP  toward the conical 

intersection CI as )(1 tN! , where )(tN  is the percent of trajectories that reach the border ! =-

80 degrees (approximately where the intersection seam meets the MEP in the real molecule, see 

Fig. 1 of the text. Here the trajectories are assumed to make a transition to S0 and therefore to 

disappear from S1.   
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The results of our calculations are reported in Fig. SI5.1C.  The red curve in the left panel shows 

the decay of the excited state population.  After an induction time of about 160 fs, the 

trajectories start crossing the border ! =-80 degrees, reaching the region of the intersection seam 

CI.  The excited population is reduced to 0.5 in 189 fs, and the decay is completed in 225 fs. 

The right panel of Fig. S5.1C reports the wavepacket average position (red dashed line), and 

snapshots of the wavepacket (plotted as an ensemble of spots, each indicating the position of a 

different trajectory of the bunch) at three different times t=20 fs, t=100 fs and t=180 fs.  It is 

clearly seen that the wavepacket experiences several oscillations along the stretching coordinate 

while progressively  moving along the torsion toward the global minimum region CI. Notice 

that at 180 fs already 25% of the trajectories have crossed the ! =-80 degrees border, and 

therefore they have been removed from the simulation.   

 

In conclusion the 2D model potential suggests a !200 fs timescale for the excited state 

population decay, in remarkable agreement with the experimental findings.  Our results are only 

negligibly dependent on the exact choice of the model parameters.  For example, the decay is 

unaltered if we do not scale the CASSCF frequencies (see next section), i.e using 0x!  =1752.2 

cm-1, 0!"  =131.47 cm-1 and 
x

!  =1379.3 cm-1 (see blue curve in figure S5.1C).  The decay is 

more dependent on the choice to exclude the Cl anion in the computation of the reduced moment 

of inertia !I , since it is rather heavy and its distance from the rotation axis is more than 10 bohr.  

To obtain an upper limit for the decay timescale, we repeated the calculation assuming that Cl- 

rotates together with the pirroline ring, the choice leading to the largest value for !I .  In that 

case the excited population is reduced to 0.5 in about 320 fs (see green curve in figure S5.1C), 

still in reasonable agreement with the experiments. 
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6. Spectroscopic Measurements  
 
 6.1 Fs fluorescence set-up 
 
 The experimental set-up is described in detail in ref. (27, 28). Briefly, the sample is excited at 

400 nm by means of pulses with a typical width of 80 fs, a power of 10 nJ/pulse, a focal spot of 

30 µm (FWHM) and a repetition rate of 100 kHz. A temporal resolution of ca. 120 fs (FWHM) 

is achieved. The sample was flown in a 0.5 mm thick quartz flow cell at a speed of ca. 5 m/s to 

avoid photodegradation and multiple excitations. Indeed with the above experimental 

conditions, the 400 nm pulse hits the same spot ~1 time. The luminescence, collected in forward 

scattering geometry, is up-converted in a 250 µm thick beta barium borate (BBO) crystal by 

mixing with a pulse at 800 nm (Gate). The up-converted signal is spatially filtered and detected 

with a spectrograph and a liquid-N2 cooled CCD camera in polychromatic mode (27, 29). Schott 

filters GG420 and UG-11 are used to attenuate the remaining 400 and 800 nm light. This greatly 

improves the signal-to-noise ratio but it limits the detectable spectral range to the 440-690 nm 

region. The collected luminescence signal was corrected for the Group Velocity Dispersion 

(GVD) over the entire detection range (the blue-most component is delayed by ~400 fs with 

respect to the red-most one). The GVD was measured by recording a white light pulse signal 

generated in a neat water solution under the same experimental conditions. To determine the 

time zero in situ, we analyzed the region around 457 nm, where the solvent Raman line is 

expected. 

 

 6.2 UV/Vis pump-probe experiment and data processing 
 

For the UV/VIS pump-probe experiments, a commercial 5 kHz Ti:Sapphire amplified laser 

system (Pulsar, Amplitude Technologies) was used delivering ~40 fs pulses at 800 nm. UV-

pump pulses at 400 nm were obtained by SHG in a 0.2 mm BBO crystal, and the white-light 

probe pulses were generated in a 1.5 mm CaF2 plate. Probe and reference beams were recorded 

at a 220 Hz rate with a spectrograph/CCD combination covering 300 nm spectral range with 2.8 

nm resolution. The data presented have been measured in two subsequent runs, addressing the 

near-UV and VIS portions separately. For the VIS part a Schott OG 420 was mounted after the 

flow cell to reduce scattered 400 nm light. The chirp of the probe beam was determined via the 

"coherent artifact" in the flow cell quartz windows, measured in a separate experiment in the 

absence of photoswitches. The group velocity delay was minimized (< 300 fs over the entire 
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300 nm band width) by eliminating dispersive elements in the beam path between the sapphire 

crystal and the flow cell. The data presented are corrected for group velocity delay and the 

cross-phase modulation effects. In the raw data, the latter are comparable to the photoswitch-

related signal only for wavelengths < 480 nm. The instrument response function has a FWHM 

of 90 fs at 450 nm. The exc. density is low enough (on the order of 0.1 mJ/cm2 per pulse) to 

observe the pump-induced absorption increasing linearly with the pump power. The pump beam 

polarization was set at magic angle to the main axis of polarization of the probe beam. An 

absorption spectrum of the sample taken immediately after the time-resolved measurements 

shows formation of < 2% of the E isomer and a negligible signature of photo-alteration at 

wavelengths < 250 nm. 

The kinetic traces of both fluorescence and pump-probe data are analyzed by a sum of 

exponential functions multiplied by Heavyside step functions H(t-t0) centered on the signal onset 

time t0, and followed by a convolution with the instrument response function assumed to be 

Gaussian.  
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For the fluorescence data, a “global” fit approach has been applied, in which the two decay 

times τ1 and τ2 are assumed to be wavelength-independent, while only the amplitudes Ai are 

allowed to change. The rise and decay times found for the transient absorption are given in the 

text. We note that the SE and ESA start with t0 ~ 0, while the IA and hot GSA signals are found 

to be significantly delayed with wavelength-dependent t0 = 0.2-0.3 ps. The relation between this 

delay and the isomerization time (formation of E) is discussed in the text. 
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6.3 Mid-IR pump-probe experiments 
 

 
 

Figure S6.1: Mid-IR data. (A) Mid-IR pump-probe data before (panels b and c) and after (panels 
f and g) subtraction of the transient spectrum at delay 0 (grey line in panel b). Although the two 
sets of data are identical, the right hand representation better reflects the growth and time-
dependent band shift of E and Z bands after photoexcitation. (B) The upper panel shows the 
integrated band intensity (solid squares) of the mid-IR absorption signal in panels f and g of Figs. 
S6.1A, reflecting the return of the excited population to the electronic ground state on a sub-
picosecond timescale. The red line is an exponential fit with a 300 fs time constant. The blue line 
shows the time-dependent baseline offset of the data in Figs. 5 (main text) and S6.1A, which has 
been subtracted prior to analysis. The lower panel shows the first moment of the same set of 
data, reflecting the band shift as a result of solvation and dissipation of the excess energy to the 
solvent on a picosecond timescale. The integration limits are indicated by vertical dashed lines in 
Fig. S6.1A. (C) Panel a: NMR-calibrated UV/vis absorption spectra of Me-Z-1 and Me-E-1. 
Panel b: ratio of the absorption bands of part a, showing the possibility of enhancing the E-
population by continuous irradiation at 454.5 nm (Ar+-laser line) and subsequent selective 
excitation of the E conformer at 388 nm. Panel c: 300 MHz 1H-NMR spectra of the sample used 
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in the mid-IR experiments in the photostationary state upon irradiation at 454.5 nm (blue line, ca. 
85% E) and before irradiation (red line).  
 

Femtosecond light pulses for transient IR spectroscopy were obtained from a commercial 

Ti:Sapphire amplified laser system (Spectra Physics), tunable near 800 nm (duration ~100 fs, 

repetition rate 1 kHz, energy ~800 µJ/pulse). UV-pump pulses at 420 nm or 388 nm were 

obtained by frequency–doubling in a 500 mm BBO crystal. The mid-IR pulses centered near 

6000 nm (1.5 mJ, 100 fs) were produced by frequency mixing the signal and idler output of a 

home-built two–stage BBO optical parametric amplifier (OPA) in an AgGaS2 crystal  (30). A 

small fraction of the IR light was split off and focused onto the sample cell in spatial overlap 

with the UV-pump pulses. A second fraction was used as a reference beam and passed the 

sample cell approximately 0.5 mm upstream. Spectra for Z-excitation (Fig. 4 in the main text) 

were recorded on a 64 pixel double MCT array detector (probe and reference beam) with 

parallel and perpendicular polarizations of the 420 nm pump and the mid-IR probe pulses, from 

which a magic angle signal was calculated. The nominal resolution (difference between two 

pixels) was 2 cm-1 at 1600cm-1. Water vapor was used for spectral calibration and for the exact 

matching of data recorded in different spectral windows. The time resolution of the experiment 

was determined from the rise time of the UV-induced absorption signal of a germanium crystal, 

yielding approximately 300 fs. The transient IR-spectra for 388 nm excitation of the Z and E 

form (Fig. 5) were recorded using a 32 pixel detector (4 cm-1 resolution) in an otherwise 

identical setup. 

 

Growth and shift of the photoproduct bands are better seen after subtracting from all 

subsequent signals the transient spectrum at zero time delay. This subtraction yields the ‘true’ 

time-dependent absorption spectrum of those molecules that have absorbed a UV photon 

(Compare panel a and b in Figs. S6.1A).  

 

The time evolution of the integrated band intensity (integration limits are indicated by 

the vertical lines in Fig. S6.1A) are shown by solid squares in Fig. S6.1Ba. The integrated 

intensity of the C=C stretch band is almost completely recovered on a timescale of a few 

hundred femtoseconds. A fit to the data indicates a 300 fs rise time (red line), however, this 

number should be considered with caution because a time-dependent baseline (taken as the 

signal at 1645 cm-1) has been subtracted from the data, and this background varies on a 
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comparable timescale (blue line in Fig. S6.1Ba). It may be tentatively assigned to a strongly 

broadened excited state signal with additional contributions from the Kerr effect. Despite this 

uncertainty, the ultrafast appearance of the photoproduct band is clearly evident from the 

spectral changes in Figs. 5 (main text) and S6.1A, indicating that isomerization takes place in 

less than 1 ps. The first moment of the spectra in panels f and g of Figs. S6.1A, which is 

displayed in panel b of Fig S6.1B, is a measure for the time-dependent band shift. It is caused by 

anharmonic coupling of the C=C stretch vibration to low frequency modes that get excited by 

the excess photon energy. The band shift also shows an ultrafast, sub-picosecond component. 

However, the main shift takes place on a timescale of 6-9 ps, when only very small changes in 

band intensity are observed. This shift reflects the heat dissipation from the molecule to the 

solvent in the electronic ground state after isomerization is completed, as well as solvation. 

 

6.4 Accumulation of the E-form 

 

In order to study the E→Z back reaction, we used an additional Ar-Ion laser beam (200mW) 

to continuously irradiate the sample at 454.5 nm, where the Z absorption is approximately three 

times stronger than that of E. 1H-NMR analysis showed that this transferred 85-90 % of the 

molecules to the E-form. 
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