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1 Networks comparison

The protein interaction data comes from the work of the group of Peter Uetz, [1], and is publicly
available as the supplement of the cited article. The data are represented by a network (a graph)
in which each node represents an open reading frame (ORF) of a species, and links denote experi-
mentally observed protein interactions. Any network A is described by its adjacency matrix, which
is a square matrix with terms aij equal 1 if there is an interaction between proteins i and j in the
respective interaction network and zero otherwise. Graph alignment π is a mapping of nodes of a
network A to nodes of a network B.

The graph alignment of the two networks has been performed as described in [2, 3]. The pa-
rameters were chosen in such a way that the algorithm remained in the high fidelity region. Scoring
parameters are inferred from the actual data within the Bayesian approach described in [2]. The
link and node contributions to the total score S = SL + SN read:

SL(π) =
∑

(ij)∈Aπ

sl(aij , bπ(i)π(j)) +
∑
i∈Aπ

ss(aii, bπ(i)π(i)) , (1)

SN (s1, s2, π) =
∑
i∈Aπ

s1(θiπ(i)) +
∑

j∈B\π(i)

wπ
ijs2(θij) +

∑
j∈A\i

wπ
jπ(i)s2(θjπ(i))

 .

Here we denote by Aπ and Bπ the subnetworks of the protein interaction networks A and B that are
aligned by the network alignment π, A \ i the set of all nodes in A but i. The sequence alignment
score θ is defined in the Section 2. We further define the factor wπ

ij which prevents overcounting of
score contributions. Its value is 1, when only one of i and j is aligned, and 0.5 when both nodes are
aligned to different partners.

1.1 Score parameters

For the evaluation of the scoring parameters we accumulate the results of several runs of the alignment
algorithm. We count the number of times mij a pair of nodes i ∈ A and j ∈ B were aligned in M
runs of the algorithm, and set the corresponding density matrix term ρij = mij/M . We can rewrite
the definition in terms of the resulting alignments πα,

ρij =
1
M

M∑
α=1

δ(πα(i), j) . (2)

By πα(i) we denote the alignment partner of the node i ∈ A in the graph B in the run α. The
term ρij of the density matrix then approximates the probability of finding the pair (ij) in the final
alignment.

For the evaluation of the link score matrices we count frequencies of matched/mismatched links
in the alignment. That is, for each pair (i, i′) ∈ A and the alignment partners j = π(i) and j′ = π(i′)
the terms aii′ and bjj′ of the entries of the adjacency matrices are compared and the frequency table
is accordingly updated. We calculate the frequency tables both for the links and the self-links:

ql(a, b) =
1
Nl

∑
(i,j)∈A

∑
(k,l)∈B

ρikρjlδ(aij , a)δ(bkl, b), (3)

qs(a, b) =
1

Ns

∑
i∈A

∑
k∈B

ρikδ(aii, a)δ(bkk, b) ,

where Nl and Ns are the normalisation constants of the two distributions and a, b ∈ {0, 1}.
If the two networks evolved independently, as it is assumed in the null model, we can marginalise

the frequency tables and find the probabilities of having a link between two nodes in the graph A
or B, pA

l (a) =
∑1

b=0 ql(a, b), and pB
l (b) =

∑1
a=0 ql(a, b). By the marginalisation of the self link

distribution, we obtain pA
s and pB

s . Finally, we obtain the score parameters sl and ss by comparing
the null and evolutionary model,

sr(a, b) = ln
qr(a, b)

pA
r (a)pB

r (b)
, r ∈ {l, s}. (4)
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Similarly, the node score parameters are inferred from the sequence similarities θij and the current
alignment. Three situations may occur for a pair of ORFs i ∈ A and j ∈ B. Either the two ORFs
are aligned in π according to their sequence homology, or their alignment contrasts the sequence
homology (i.e., sequence similar ORFs are not aligned to their homologs but to some other partners),
or they are not aligned at all. These three disjoint sets of pairs of ORFs define three ensembles for
which we evaluate frequencies of the sequence similarity θ; d1(θ) for the aligned pairs, d2(θ) for
‘misaligned’ pairs, and d0(θ) for the pairs of nodes that are not aligned. We take the score θ as
defined in the Section 2 as the sequence similarity measure. The three distributions of θ are

d1(θ) =
1

N1

∑
i∈A

∑
j∈B

ρijθijδ(θ − θij), (5)

d2(θ) =
1

N2

∑
i∈A

∑
j∈B

(1− ρij)

1−
∏

k∈A,k 6=i

(1− ρkj)
∏

l∈B,l 6=j

(1− ρil)

 θijδ(θ − θij), (6)

d0(θ) =
1

N0

∑
i∈A

∑
j∈B

(1− ρij)
∏

k∈A,k 6=i

(1− ρkj)
∏

l∈B,l 6=j

(1− ρil)θijδ(θ − θij) , (7)

where N0, N1, and N2 are normalisation constants. In general, we expect d1(θ) to be an increasing
function of θ, reflecting the fact that the aligned ORFs should have similar functions. Indeed, many
sequence–homologous pairs belong to this set. The distribution d2(θ) is, on the other hand, expected
to be a decreasing function of θ, similarly to d0(θ).

The distribution d0(θ) of similarities of unaligned ORFs may be considered as the background
distribution of θ, and is taken as the distribution in the null model. The node scores s1 and s2 read

sr(θ) = ln
dr(θ)
d0(θ)

, r ∈ {1, 2}. (8)

1.2 Consensus and pruned alignment

From the ρ matrix we extract the consensus alignment as the alignment of ORFs that have the
corresponding ρ-matrix term larger than 0.5. The consensus alignment is then pruned in order to
remove marginally aligned pairs. These we define as the pairs that have a negative sequence score
and at the same time less than two matching interactions. This pruning removes spuriously aligned
pairs with both low sequence similarity and low topological match.

1.3 Estimate of the p-value of the network alignment

To calculate the p-value of aligning two nodes i ∈ A and j ∈ B, we remove the pair (ij) from the
alignment and find the probability of placing in the vacancy a pair of nodes with a topological match
as good or better than the match of the pair (ij). These two nodes are chosen from two Erdős–Rényi
networks with sizes and mean connectivities identical to those of the KSHV and VZV networks (the
null model of independently evolved networks).

A pair of nodes has the same or better topological match whenever it has the same or a larger
number of matching links to other aligned pairs or it has a smaller number of mismatching links. For
the pair (ij) with r matching links in the alignment graph (Figure 2a in the main text) the p-value is
defined as the probability of finding a nodes pair with r or more matching links and at most nA − r
(nB − r respectively) mismatching links, where nA (nB) is the total number of links adjacent to i in
Aπ (j in Bπ).

This probability is easily evaluated for uncorrelated networks using the multinomial distribution.
For pA � 1 and pB � 1 it reads

p(r, nA, nB , Nπ) = (9)
(NA −Nπ + 1)(NB −Nπ + 1)

×
nA∑

mA=r

nB∑
mB=r

s=min{mA,mB}∑
s=r

(
Nπ − 1

s,mA − s,mB − s,Nπ − 1−mA −mB + s

)
× [pApB ]s[pA(1− pB)]mA−s[(1− pA)pB ]mB−s[(1− pA)(1− pB)]N

π−1−mA−mB+s ,
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where Nπ is the size of the aligned subnetworks (Nπ = 26), and pA and pB are the link probabilities
in the two Erdős–Rényi graphs which we estimate from the complete KSHV and VZV networks
respectively, giving pA = 0.0330 and pB = 0.0561. The individual terms of equation (9) can be
understood intuitively: first we choose a node in the network A\Aπ∪i (one node out of NA−Nπ+1),
and a partner node from the network B \Bπ ∪ j. Next we choose from the Nπ − 1 remaining nodes
in the alignment network s nodes that are connected by matching links with the probability pApB ,
mA−s (mB−s respectively) nodes that are connected by links only in the KSHV (VZV) subnetwork
with appropriate probability, and the remaining nodes that are not linked to the pair (ij) in either
subnetwork. Finally, we sum over all possible choices of the nodes (the multinomial coefficient) and
over all options that are equally good or better than the actual alignment of (ij). The contribution
from the self–links (which are typically mismatching) is close but smaller than 1 and is neglected
here. The result is then an upper bound of the p-value. The estimated p-values for the pairs of
ORFs discussed in the main text are listed in the Table 4.

Similarly, we estimate the p-value of finding in the alignment networks a clique with MC pairs,
out of which MO pairs are sequence related, and which are connected by matching links only. We
calculate this p-value as the probability of finding such a clique and of finding among the links
adjacent to the vertices of the clique the same number or more matching links and the same number
or less of links that are present in one protein interaction network only. Denoting the pairs of the
clique (iaja), where a ∈ {1, 2, . . . ,MC −MO}, the numbers of the matching links ra, and the total
number of links adjacent to ia (ja) in KSHV (VZV) as na

A (na
B), this p-value is

p(MC ,MO, {ra}, {na
A}, {na

B}, Nπ) = (10)(
NA −Nπ + MC −MO

MC −MO

) (
NB −Nπ + MC −MO

MC −MO

)
(MC −MO)!(pApB)(

MC
2 )

×
MC−MO∏

a=1

na
A∑

mA=ra

na
B∑

mB=ra

s=min{mA,mB}∑
s=ra

(
Nπ −MC

s,mA − s,mB − s,Nπ −MC −mA −mB + s

)
× [pApB ]s[pA(1− pB)]mA−s[(1− pA)pB ]mB−s[(1− pA)(1− pB)]N

π−MC−mA−mB+s .

The contribution of self links is again omitted and giving upper bound to the p-value. The formula
(10) reduces to (9) in the case of an isolated node (1-clique) in which case MC = 1,MO = 0.

The p-value for the clique formed by the pairs 67.5/25, 28/65, 29b/42, 23/39 given by (10) is
5 × 10−11. The p-values of finding such a clique in the protein interaction networks of the two
species can be estimated similarly and they are 2 × 10−3 in KSHV and 4 × 10−2 in VZV. The
difference between the p-value inferred from the aligned networks and the p-values estimated from
the single–species networks indicates the significance of the evolutionary conservation of the clique.

2 Sequences comparison

The sequences of the two herpesviruses (KSHV strain BC-1 and VZV Oka-parental) have been
downloaded from the Viral Orthologous Clusters (VOCs) database [4]. Further ORFs (transcript
variants) have been obtained from the NCBI database [5] or the VIDA virus database [6] or have
been provided by Peter Uetz [1].

To assess mutual sequence similarity of the ORFs in the two viral species we generate sequence
alignments of each KSHV ORF with each VZV ORF. Since the open reading frames are short and
the level of sequence similarity is low, care has to be taken in obtaining the optimal alignment, as
detailed below.

To account for the uneven level of sequence conservation across the genome, we optimise the
scoring parameters of the Needleman–Wunsch algorithm individually for each pair of ORFs [7]. We
optimise the following parameters: the gap–opening penalty, the gap–extension penalty and the
evolutionary distance encoded by the BLOSUM matrices, [8]. The code for the sequence alignment,
termed sequenceAlign is available upon request.

2.1 Sequence score

We define a standard log-likelihood score of an alignment of two sequences by comparing a model
based on evolutionary relation of the two sequences with a random model. The random model of
independently evolved sequences depends only on the frequencies of amino-acids occurring in natural
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peptides. If we denote these frequencies by p(a), where a stands for an amino-acid residue and has
20 possible values, we may write the probability of generating randomly a sequence a of length L
with a composition {ai} as

P (a) =
L∏

i=1

p(ai) . (11)

The probability of generating sequences a and b under this uncorrelated model reads

P ′(λ,a,b) = P (a)P (b) =
L∏

j=1

p(aj)p(bj) . (12)

For evolutionary related sequences, we expect a higher probability observing two equal or similar
residues, which is expressed by the log-likelihood score matrices σ. Hence

Q′(λ,a,b) =
1

Z ′(a,b)

L∏
j=1

p(aj)p(bj)eσ(aj ,bj) , (13)

where Z ′(a,b) is a normalisation constant

Z ′(a,b) =
∑

λ

L∏
j=1

p(aj)p(bj)eσ(aj ,bj) . (14)

The construction of the scoring matrices of the BLOSUM series ascertains that the normalisation
constant Z ′ equals 1 for sequences with the residue frequencies p(a) close to those inferred from
current databases. This condition is also typically satisfied for all proteins with 100 and more
residues. The log-likelihood score of an alignment (without gaps) is then expressed as

θ′(λ,a,b) = ln
Q′(λ,a,b)
P ′(λ,a,b)

(15)

=
L∑

j=1

σ(aj , bj)− lnZ ′(a,b) .

With the proper normalisation of Q′ by Z ′, the score θ′ is larger than zero whenever the two
sequences a and b are more likely to evolve under the evolutionary model underlying the scoring
matrices in use.

To allow gaps in the global alignment we add two more parameters to the model, the gap–opening
penalty lnµ and the gap–extension penalty ln ν (affine gaps). The score splits into two parts: the
substitutions score and the gap score:

θ(λ,a,b, µ, ν, σ) = ln
Q(λ,a,b)
P (λ,a,b)

(16)

=
∑

aligned r. j

σ(aj , bj) +
∑

gaps j

[lnµ + (lj − 1) ln ν]− lnZL .

Here we first sum all contributions from residue substitutions and then we sum all the gap costs.
The affine gap costs increase linearly with the gap length lj .

ZL is the normalisation constant of the probabilities Q and it depends on the length of the
alignment L, the two sequences, the scoring matrix in use, and the gap score parameters. Since the
BLOSUM score matrices are properly normalised by construction, Z ′ = 1, or∑

a,b

p(a)p(b)eσ(a,b) = 1 , (17)

the only contribution to ZL comes from the gaps. To calculate this contribution, we will consider
the following Markov chain.

We start with the two sequences completely unaligned and we choose one option of: either (i)
we align the two initial residues of the considered sequences (a substitution), or (ii) we align the
initial residue of the second sequence with a gap, that is, we create a gap on the first sequence (a
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deletion), or (iii) we create a gap on the other sequence (an insertion). In this way the alignment is
started and we extend it by one of the following steps: either (i) we align the residues that follow
in the two sequences (a substitution), or (ii) we create the gap on the first sequence (a deletion), or
(iii) we create a gap on the other sequence (an insertion). We repeat the steps (i–iii) until the last
residue is aligned to a residue or to a gap. The length of the alignment L is the number of the steps
in the Markov chain. For this Markov chain we can calculate the normalisation constant ZL by a
simple transfer matrix method. At each step l there are three possibilities of the end state of the
alignment: either the last step was a substitution, or a deletion or an insertion. Hence, we split Zl

in three parts Zl = Zl
s + Zl

d + Zl
i that correspond to the respective end-states. We may express the

vector Zl+1 = (Zl+1
s , Zl+1

d , Zl+1
i ) at step l + 1 of the Markov chain as a function of the vector Zl at

the step l:
Zl+1 = TZl, (18)

where the transfer matrix T reads

T =

1 1 1
µ ν 0
µ 0 ν

 . (19)

At the beginning of the alignment process we may start with a substitution, a deletion or an insertion
and hence Z0 = (1, 1, 1). The normalisation constant for an alignment of length L can be readily
calculated by applying the transfer matrix L-times on the initial vector, ZL = TLZ0. For long
alignments the dominant contribution comes from the largest eigenvalue of the transfer matrix and
it reads

ZL =
(2µ− ν + 3α)√
(ν − 1)2 + 8µ

αL . (20)

Since the logarithm of the normalisation constant lnZL = C(µ, ν) + L lnα is extensive in the length
L and since L is the sum of numbers of substitutions, deletions and insertions, the normalisation can
be implemented as a shift of scores:

θ(λ,a,b, µ, ν, σ) =
∑

aligned r.

(σ(aj , bj)− lnα) (21)

+
∑
gaps

[lnµ− lnα + (lj − 1)(ln ν − lnα)]− C(µ, ν).

The score defined by the last formula is properly normalised for any choice of scoring parameters
µ, ν and σ, whenever the substitution scoring matrix is normalised according to (17). The normalisa-
tion is done against all alignments of length L, what is an approximation of the exact normalisation
evaluated by Yu and Hwa, [9], who considered all possible alignments of the two sequences. However,
this approximation allows to evaluate the normalisation constant explicitly (instead of the iterative
formulae of [9]) and is at the same time a very good estimate for sufficiently large negative gap
penalties. The normalisation allows us to search for the optimal parameters for an alignment of any
two sequences a by maximising the score θ(λ,a,b, µ, ν, σ) over its arguments: the alignment λ and
the parameters µ, ν, σ. This maximisation is performed iteratively by the code sequenceAlign.

The final score is computed by subtracting the contribution of leading and trailing gaps. All
alignments which are either too short (6 residues and less) or contain too many gaps (a gap opening
every 6th residue on average), are disregarded as insignificant. The final score is used as the measure
of the sequence similarity θ which is used, in completion to interaction data, in the network alignment.
For the remaining alignments we compute also the percent identity defined as the number of identities
in the alignment divided by the total number of substitutions in the alignment. Knowing the optimal
alignment and its score for all pairs of nucleotide sequences, we search for the reciprocally best
matching ORFs in the two species, considered bona-fide sequence homologs.

The number of sequence homologs in the KSHV/VZV genome is 34, that is approximately 40%
of the ORFs of each species. The list of the sequence homologs and parameters of their alignments
are given in the Table 1, together with the scores calculated using clustalW (version 1.81, default
parameters [10]). For the four ORFs pairs discussed in the Results section of the main text we have
estimated also p-values of the clustalW alignment and we present the data in the Table 3. The
sequenceAlign scores are directly comparable with the clustalW scores and the obtained alignments
differ only marginally, see Figure 1 for an example.
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a) sequenceAlign

Query= KSHV-BC1-ORF67.5 Length= 80

Sbjct= VZV-Oka_p-ORF25 Length= 156

Score= 0.2433

logMu -6.798, logNu 0.006, logAlpha 0.049,

Matrix: blosum50

%

%Q: EYAS--------------------------------------------------------

%S: YESENASEHHPELEDVFSENTGDSNPSMGSSDSTRSISGMRARDLITDTDVNLLNIDALE

% +

Q: ----------------DQLLPRDMQILFPTIYCRLNAINYCQYLKTFLVQR--------A

S: SKYFPADSTFTLSVWFENLIPPEIEAILPTTDAQLNYISFTSRLASVLKHKESNDSEKSA

++L+P +++ ++PT +LN I++ + L + L ++ A

Q: QPAACDHTLVLESKVDTVRQVLRKIVSTDAVFSEA

S: YVVPCEHSASVTRRRERFAGVMAKFLDLHEILKDA

C+H+ + + + V+ K + ++ +A

b) clustalW

Sequence 1: KSHV-BC1-ORF67.5 80 aa

Sequence 2: VZV-Oka_p-ORF25 156 aa

Alignment Score 57

CLUSTAL W (1.81) multiple sequence alignment

KSHV-BC1-ORF67.5 --------MEYAS----DQLLPRDMQILFPTIYCRLNAINYCQYLKTFLVQRAQP-----

VZV-Oka_p-ORF25 ESKYFPADSTFTLSVWFENLIPPEIEAILPTTDAQLNYISFTSRLASVLKHKESNDSEKS

++ ++L+P +++ ++PT ++LN I++ + L ++L ++ +

KSHV-BC1-ORF67.5 ---AACDHTLVLESKVDTVRQVLRKIVSTDAVFSEARARP

VZV-Oka_p-ORF25 AYVVPCEHSASVTRRRERFAGVMAKFLDLHEILKDA----

++C+H+ + + + + V+ K+++ + ++++A

Figure 1: Comparison of performance of sequenceAlign and clustalW Sequence alignment of dis-

tantly related ORFs KSHV 67.5 and VZV ORF 25. Both algorithms find alignments with 20% (18%) identity

over approximately 80 aa. The score of the sequenceAlign alignment is 0.2, meaning that the random model

is almost as likely as the model of evolutionary related sequences. This is also shown by the very high p-value

of the clustalW alignment, p = 0.44.
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KSHV
ORF

VZV
ORF

seq.
orth.

sequenceAlign
identity (%) score

clustalW
identity (%) score

9 28 * 43.3 467 39.8 2155
70 13 * 63.7 369 61.8 1247
44 55 * 36.5 293 34.1 1431
25 40 * 29.9 281 27.0 1628
61 19 * 32.6 174 31.2 1035
60 18 * 37.4 162 37.6 676
29b 42 * 38.4 148 37.8 680
8 31 * 24.8 145 24.3 924
29b 45 41.2 123 35.3 643
46 59 * 39.9 113 43.4 560
43 54 * 24.5 89 24.5 668
6 29 * 20.1 81 20.6 790
56 6 * 30.2 51 23.3 726
7 30 * 23.6 48 22.4 548
68 26 * 20.0 34 20.7 370
29a 45 28.5 34 25.1 305
39 50 * 18.9 32 18.6 280
37 48 * 23.5 32 19.8 291
20 35 * 34.2 22 23.0 154
17 33 * 28.1 22 21.9 311
19 34 * 19.8 10 18.1 304
53 9a * 23.8 8 28.6 76
26 41 * 14.5 4 20.3 169
67.5 25 * 20.0 0 18.4 57
28 65 * 9.9 0 10.8 -31
53 8.5 20.8 -1 26.4 57
K6 1 * 10.6 -1 11.6 -26
69 27 * 21.7 -1 16.4 126
28 8.5 20.0 -1 14.7 -41
67 24 * 14.0 -3 14.3 2
30 8.5 16.2 -4 20.8 6
72 7 * 10.2 -7 13.4 -42
52 1 13.1 -8 18.5 7
65 0 * 20.6 -9 18.2 -19
38 49 * 21.7 -9 18.0 11
72 35 6.6 -9 13.3 -38
28 1 11.9 -10 14.7 -29
53 0 13.9 -11 17.3 31
52 46 17.7 -11 19.9 27
K6 S/L 11.7 -11 20.0 5
30 9a 14.5 -11 19.5 20
53 65 6.9 -11 15.7 -17
67.5 49 7.6 -12 11.7 -31
K5 58 * 11.4 -12 12.7 -48
67.5 9a 15.4 -12 15.6 -19
38 7 11.7 -12 29.5 16
K15 65 8.1 -12 10.1 -42
16 69 * 11.5 -12 10.9 -42
16 64 * 11.5 -12 10.9 -42
67.5 7 13.9 -13 25.0 6
K8 23 * 10.7 -13 13.9 -18
K4 S/L 12.9 -13 22.3 18
K4 9a 4.7 -13 19.2 1
53 1 4.7 -14 14.2 -28
30 57 10.0 -14 17.4 -23
74 36 * 10.0 -14 12.9 -30
55 58 9.1 -14 9.6 -93

Table 1: The detected sequence homologs: We list all the pairs of putative sequence homologs detected

by sequenceAlign together with the score and the percent identity returned by the code. The score and the

percent identity obtained with clustalW (version 1.81, standard parameters values) are also listed. The pairs

that are considered putatively sequence homologous are marked by asterisk.
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Figure 2: The probing of the ‘twilight zone’ of low and no sequence similarity by the alignment:

The noise parameter of the algorithm is set just before the onset of the low-fidelity regime (T = 5). The

alignment is represented by the matrix ρ, with ρ(i, j) indicating the relative frequency with which a node i is

aligned with j over many alignment runs. Entries of ρ coloured green correspond to node pairs with mutual

sequence similarity, those coloured red have no sequence similar partner and are thus aligned on the basis of

link similarity alone. The conservative consensus alignment with ρ > 0.5, and aligned node pairs with less

than two matching links discounted (crossed-out points), is at the bottom left. At lower values of ρ spurious

alignments occur (top right). The marked cases yield functional predictions discussed in the Main text.

3 Graph alignment of VZV and KSHV

The optimal temperature for the algorithm run has been estimated from the comparison with ran-
domly generated data, see [3] for details. In this way, we maximise the number of aligned pairs while
aiming to keep the estimated number of wrongly aligned pairs negligible. The alignment contains 26
node pairs out 84 of KSHV and 76 of VZV (approximately 33%).

The list of pairs of ORFs that are present in the resulting alignment is shown in the Table 2
together with local scores for the pairs. The local scores give the contributions of the pair to the
total node and link scores of the alignment. We further represent the alignment in the Figure 2 by
the ρ matrix as defined in Section 1.1.

Comparison of the sequences of the pairs of ORFs which are discussed in the Results section of
the main text are summarised in the Table 3. The comparison of the interaction patterns of these
pairs is summarised in the Table 4.

Together with other characteristics of the aligned ORFs (the sequence length and the position in
the genome described in the main text), we compared also the GC content of the aligned pairs. The
plot in the Figure 3 shows that there is no correlation of this sequence characteristic. The fact that
also very closely related herpesviral ORFs may have very different GC contents has been observed
already by Vlček et al. in [11].

3.1 Conservation of the network–aligned ORFs pairs at the sequence level

The pairwise sequence comparison described in Section 2 have not yielded a significant sequence
similarity for 2 node pairs aligned solely due to their interaction similarity. To further test the
possibility of detection of sequence homology we have searched for multiple sequence alignments of
the protein families to which these ORFs belong. We have extracted the respective families from the
VOCs database [4], and compared them using DIALIGN [12], Parallel PRRN [13], MUSCLE [14],
T-COFFEE [15], PSALIGN [16], SAM-T99 [17], and MSA [18].

For each pair KSHV 67.5/VZV 25, 28/65, 23/39, 41/60 we have selected from the VOCs database
a representative subset of the herpesviral proteins in the same family (at least ten or all proteins) and
compared these families using the multiple alignment searching tools. While for the pair 67.5/25
we have found very weak alignment1 of the corresponding families, for the other three pairs we

1T-Coffee alignment has two stretches of more than 20 aa with CORE > 3 (T-Coffee 5.05 EMBL-EBI, default
configuration).
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KSHV ORF VZV ORF node score link score
28 65 3.50 6.30
29b 42 4.30 6.14
67.5 25 4.20 4.57
23 39 -0.49 4.47
41 60 -0.49 4.39
61 19 5.41 2.00
60 18 5.41 1.67
9 28 5.41 0.91
6 29 5.41 0.35
25 40 5.41 0.35
37 48 5.41 0.35
20 35 4.66 0.35
29a 45 4.30 0.35
43 54 5.41 0.35
70 13 5.41 0.35
8 31 5.41 0.35
7 30 5.41 0.14
44 55 5.41 0.14
19 34 5.41 0.06
56 6 5.41 0.01
53 9a 2.49 -0.08
17 33 5.41 -0.16
39 50 5.41 -0.29
26 41 5.21 -0.29
46 59 5.41 -0.29
68 26 5.41 -0.76

Table 2: The list of ORFs in the optimal alignment. The aligned node pairs are ordered according to

the value of the link score.

KSHV
ORF

VZV
ORF

seq.
orth.

sequenceAlign
iden-
tity
(%)

length score
clustalW
iden-
tity
(%)

length score p-value

67.5 25 * 20.0 80 0 18.4 76 57 0.44
28 65 * 10.8 102 0 10.8 102 -31 0.66
23 39 — — — 17.5 240 41 0.43
41 60 — — — 11.9 160 -42 0.94

Table 3: The sequence similarity of the pairs that are discussed in the Result Section of the

main text. Results of sequenceAlign and clustalW are shown. The p-values for the clustalW results are

calculated from the ensemble of randomised sequences.

KSHV
ORF

VZV
ORF

links in the alignment
KSHV VZV

shared
links

link score p-value

67.5 25 5 12 4 4.57 4× 10−3

28 65 4 5 4 6.30 1× 10−3

23 39 4 4 3 4.47 2× 10−2

41 60 3 6 3 4.39 2× 10−2

Table 4: Topological similarity of the pairs aligned because of conservation of protein interaction

network topology. The numbers of common links and other links in the aligned subnetwork of the KSHV

and VZV network are listed, together with the resulting link score. The p-values are given by equation (9).
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Figure 3: GC content analysis does not show any correlation. The correlation of GC content has

decayed during the independent evolution of the two viruses.

have detected no sequence similarity. This observation further shows the extend of the evolutionary
divergence for the pairs of ORFs.

Returning back to the pairwise alignment we have generated the dot plots for the pairs listed in
the Table 1. Here we observe a very clear pattern: while for the ORFs pairs with a high similarity
the dot plots are dominated by a single diagonal, with increasing divergence this diagonal disappears
among short diagonal lines that correspond to random alignments, see Figure 4. The network–aligned
pairs show the dot–plot pattern of an intermediate quality.

3.2 Conserved links are more likely to be conserved across several her-
pesviral taxa

Conservation of an interacting pair of proteins (an interolog) between KSHV and VZV raises the
question if an interolog is present also in other species of herpesviruses. For this purpose, we have
used data on protein interaction networks of HSV (HHV-1, α-herpesviridae), mCMV (murine cy-
tomegalovirus, closely related to human cytomegalovirus, β-herpesviridae) and EBV (Epstein–Barr
virus, γ-herpesviridae) kindly provided by Peter Uetz laboratory (data not published), and the pro-
tein interaction data of EBV published by Calderwood et al., [19]. All the data have been obtained
by yeast–two–hybrid assays and are, hence, comparable to the protein interaction networks of KSHV
and VZV.

In the analysis, we concentrate on the VZV protein interaction network, since the statistics for
the KSHV network turns out to be insignificant due to a small number of interologs in the dataset.
To answer the question, we compare the likeliness of being conserved for the links of VZV that are
inside the alignment and the links that are not in the alignment π. We classify the link to be outside
of the alignment if both adjacent nodes are not aligned by π. For such links we do not expect to find
an interolog in other herpesviral species while we expect to find interologs in the other herpesviral
species for the links within the alignment. To measure the likeliness of a link to have an interologs,
we first define a weighted network M that represents the three interaction networks of HSV, mCMV,
and EBV and their relation to the network of VZV. The network M is constructed in the following
way: taking all pairs of nodes (i, j) of the VZV network V , we search for interologs in EBV, HSV,
and mCMV protein interaction networks. A pair of interacting proteins is considered interologous
when both partners have BLAST (default parameters) expectation value smaller than 0.05 when
searched against complete genome of the other species. If such an interolog exists in a single species,
we connect the nodes i and j with a link mij with weight 1/3. If the interolog exists in exactly two
species, we put a link with weight 2/3. If the interolog exists in all three networks, the link assumes
weight 1. And finally, if no interolog exist, we put mij = 0—the link does not exist in M . Thus
each weight mij in M provides information on whether there is an interolog of (i, j) in EBV, HSV,
or mCMV, and also how many such interologs exists.

To evaluate the likeliness of an interaction to be conserved we define the frequency tables qπ and
qout. The frequency table qπ is defined as a sum over all node pairs within the aligned subnetwork
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Figure 4: Network alignment allows detection of homologs with poor sequence similarity. With

decreasing level of sequence conservation the dominant diagonal in the dot plot disappears among traces of

random alignments. From top–left to bottom–right: ORFs KSHV 70/VZV 13, an almost perfect match;

ORFs 35/20, a typical match of sequence homologs, ORFs 67.5/25, the pair aligned due to sequence and

network conservation; ORFs 28/65, 41/60 and 23/39, the pairs aligned dominantly or only because of

interaction conservation; ORFs 72/7, spurious sequence homologs not aligned by the network alignment;

ORF 72/permuted ORF 72, comparison with a random sequence. The sliding window of size 30 has been

used for the generation of the dot plots.
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of V ,

qπ(g, h) =

∑
(i,j)∈V π [δ(vij , g) δ(mij , h) mij + δ(vij , g) δ(mij , 1− h) (1−mij)]∑

(i,j)∈V π 1
, (22)

while qout(i, j) is defined similarly as a sum over all node pairs outside of the alignment. The
mutual informations Iπ and Iout give the measure of likeliness of an interaction to have interologous
interactions in the other herpesviral networks:

Iπ =
∑
(g,h)

q(g, h) ln
q(g, h)

qV (g)qM (h)
. (23)

The marginal qV is calculated by marginalisation of q(g, h) over h, and qM by marginalisation over
g. We repeat the same calculation for Iout.

We find in the aligned network of VZV 7 out of 35 links interologous to some other herpesviral
species, while in the ‘outside’ network we find 5 out of 53 links interologous. These figures lead to
mutual informations Iπ = 3 × 10−3 and Iout = 4 × 10−4. The difference expressed by the odds
ratio L = Iπ/Iout equals 6.6. To evaluate the significance of the result, we have generated 1000
random alignments of KSHV and VZV, with the same number of nodes as the actual subnetwork
V π, repeated the analysis and obtained the p-value 0.3. When, instead of the mutual informations,
Pearson correlations Cπ and Cout are taken as the measures of conservation, we get Cπ = 0.089 and
Cout = 0.035. Their ratio L′ = Cπ/Cout equals 2.5.

The interactions among the aligned proteins of KSHV and VZV are thus more likely to have an
interolog in other species of herpesviruses.

3.3 Conserved links typically connect alike ORFs

To examine the relationship between function of the proteins and the conservation of links among
them, we analyse the likeliness of the conservation of the links among the proteins with similar
functions and of the conservation of the links between the proteins with dissimilar functions.

First we test if the conserved links are more likely to connect alike proteins. To do so, we group
the ORFs to two functional classes: the protein belongs either to the class of ‘structure–related’ pro-
teins (classes: capsid/core protein, membrane/glycoprotein, virion protein, virion assembly) or to the
class of ‘information–processing’ proteins (DNA replication, gene expression regulation, nucleotide
repair/metabolism, host–virus interaction). We calculate the frequencies p(fi, fj) of functional an-
notations fi, fj of adjacent ORFs i and j in the subgraph containing all sequence homologs (resp.
all network–aligned ORFs),

p(g, h) =
∑

links δ(fi, g)δ(fj , h)∑
links 1

. (24)

We evaluate this sum separately for all the links in the subgraph (pA), the conserved links only (pM )
and for the nonconserved (mismatching) links in the subgraph (pMM ).

Then we calculate the mutual information as the measure of the correlation of the functional
annotation of the adjacent ORFs,

I =
∑

g

∑
h

p(g, h) ln
p(g, h)

p(g)p(h)
, (25)

where p(g) is the marginal p(g) =
∑

h p(g, h). Keeping the subscripts we find: IA = 0.0014 for the
subgraph of sequence homologs (0.0092 for the alignment subgraph), IM = 0.0743 (0.1178), and
IMM = 1 × 10−6 (0.0001). Clearly, the greatest mutual information on functional annotation of
adjacent ORFs is among nodes connected by matching links (by a factor of 100 or more). These
correlations, when expressed in terms of Pearson correlations CA, CM , and CMM read CA = 0.054,
CM = 0.381, and CMM = −0.002. Clearly, the functions of ORFs connected by mismatched links
are not correlated. We have evaluated also the frequency tables for the complete protein interaction
networks, pK and pV . Not surprisingly, the mutual information is small for these graphs IK = 0.0030,
and IV = 0.0052 (Pearson correlations CK = 0.077 and CV = 0.103).

To estimate the p-value of such a mutual information we have reshuffled the positions of the
conserved links randomly and we have evaluated the mutual information IM for such randomised
graphs. The probability of finding equal or better mutual information IM in an ensemble of 105
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graphs generated in this way has been taken as the p-value. The estimates are 0.12 for the subgraph
of sequence homologs and 0.05 for the alignment subgraph.

Secondly, we test if the links between similar proteins are more likely to be conserved. Taking
the subgraph of the sequence homologs as the basis of our analysis, we create the matrix nF (a, b)
defined in the following way: nF (0, 0) is the number of pairs of the alike ORFs between which there
is a link in neither species; nF (1, 0) is the number of the pairs of the alike ORFs that are connected
by a link in KSHV solely; nF (0, 1) the same for VZV; and nF (1, 1) is the number of conserved links
between alike ORFs. We create the second matrix nD defined similarly for the pairs of ORFs with
unlike functional annotation.

Then we define the conservation ratio pF as the ratio of the number of conserved links and the
total number of links

cF = nF (1, 1)/(nF (0, 1) + nF (1, 0) + nF (1, 1)). (26)

In the same way we define cD for the links between unlike ORFs.
A rough estimate of the odds in the link conservation can be expressed as the ratio of the two

conservation ratios
CF = cF /cD. (27)

Its value is 1.62, that is the links between alike ORFs are 62% more likely to be conserved than the
links between unlike ORFs (cF = 0.15, cD = 0.09). The p-value evaluated over the same graph with
a randomised annotation list is 0.47.

More refined estimate of the odds which takes in consideration also the link statistics of the
two networks uses mutual information, IF and ID. The mutual information expresses the level of
correlation of the presence of the link in the two networks. If we normalise the frequencies nF ,
pF (a, b) = nF (a, b)/

∑
c,d nF (c, d), we may write the mutual information as

IF =
∑
a,b

pF (a, b) ln
pF (a, b)

pA
F (a)pB

F (b)
, (28)

where the marginals are defined as pA
F (a) =

∑
b pF (a, b) and pB

F (a) =
∑

a pF (a, b). In the same way
we define the mutual information ID for the unlike ORFs pairs. For the subgraph of the sequence
homologs the mutual information reads IF = 0.049, ID = 0.005. Defining the final information odds,
DF = IF /ID, we get DF = 9.58 with the p-value 0.13 (the same test as for CF ). When we express
these correlations in terms of Pearson correlations RF and RD we obtain RF = 0.25 and RD = 0.13.
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