1 PLS algorithm (canonical mode)
L. Xo=X,Yy=Y
2. Forh=1...H:
(a) Initialize
&p, = first column of X1 wp = first column of Y;,_4
(b) Until convergence of ay:
i ap = Xj,_16n/&,6n, norm ay,
ii. fh = Xh_lah, norm fh
iii. bh = Y/;—1§h/§;tha norm bh
iv. wp = Yy_1bp, norm wy,
(¢) en=X}_1én en =Y _qwp
(d) Xp=Xp1 =&, Y=Y 1 —wpe,

Step (c) computes the regression coefficients of the matrices X1 and Y1 on the latent
variables &, and wy,.
Step (d) computes the deflated (residual) matrices.

2 sparse PLS algorithm (canonical mode)

Sparse PLS initializes step (a) in PLS by extracting the first pair of singular vectors
(ap,by) of the crossproduct X; ,Yj,_1, which includes variation in both X and Y and the
correlation between the two sets.

The two loading vectors (ap, b,) are then computed with penalizations A, and Ay in step (b),
and the latent vectors (&x,wy) are then computed, where gy(y) = sign(y)(Jy| — \)+ is the
soft-thresholding penalty function.

1. X=X Yo=Y
2. Forh=1...H:

(a) Set M, | = X} _1Yy_1, decompose M;,_; and extract the first pair of singular
vectors aqq = ap, and byg = by,

(b) Until convergence of apey and bpeq:
1. Gpew = 9a (Mh—lbold)v norm Gpew
il bpew = gAb(M;/Z_lflold)7 norm by,
iil. Qold = Onew, bold = bnew
(€) &n = Xn—10new
Wh = Yh—lbnew
(d) en=X}_ & en=Y,_jwn
() Xp=Xp1—&nc, Y=Y 1—wpe,



3 Canonical Correlation Analysis with Elastic Net penaliza-
tion

CCA-EN initializes step (a) in PLS by setting &, = X,{_l and wp, = th_l such that
cor(Xi_l, Y,fll) is maximized, for 7 = 1...p and k = 1...q. Hence, this algorithm aims at
maximizing the correlation (rather than the covariance for PLS and sPLS).

The approximation on Elastic Net penalization finally consists in introducing soft-thresholding
penalizations, as in sparse PLS, which makes both algorithms similar, except for the initiliza-
tion step.

1. Xo=X Yo=Y
2. Forh=1.. . H:
(a) Set &, = Xi_l and wyp, = th_l such that cor(X,Z_l, th_l) is maximized
Unew = X;Lflgh/gzgh bnew = éflgh/&'zgha NOTM Gpey aNd byew
(b) Until convergence of apey and bypeq:
L Qpew = 9r, (Yh—lbold)a Nnorm Gpew
ii. bpew = X, (Xh—laold)a norm byeqy
iil. aolg = Anew, boid = bnew

(c) &, = Xh_1anew, norm &,
Wh = Yh—lbnew norm wy,

(d) en =X}, 16 en=Y, jwp
() Xp=Xpn1—&nc), Y=Y 1—wpe,
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