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I. DETAILED METHODS

In this section we present the computational details for the calculations. In subsection IA we provide the details
of the methods used to obtain all three initial structures. This is followed by the details of the QM /MM optimiza-
tion procedures in subsection IB. Finally, in subsection I C we describe the computational procedures employed to
determine the reaction paths associated with the reaction mechanisms as well as the details for the residue analysis
calculations.

A. Initial structure determination

All calculations were carried out with the AMBER suite of programs for structure setup and equilibration [1],
and with modified versions of Gaussian (Ref. [40] from main text) and TINKER for the QM/MM reaction path
calculations [2, 3]. The QM/MM optimizations were performed with an iterative method as described in [4, 5] using
the pseudobond model for all boundary atoms [6, 7].

The X-ray structures for the e186-HOT complex has recently been reported [8]. The pre—catalytic structure (pdb
id 2IDO) consists of €186, HOT and TMP. In this case, both dNTP-binding and catalytic metals have been assigned
as Mn?t. We have chosen this structure in order to have a good starting point for the reactant state in our calculations
and to study the role of HOT in catalysis.

Initially, the structure was modified by replacing the Mn?* by Mg?™ and TMP by a single stranded-DNA (ss—DNA)
trinucleotide (dA—dC—dT) which was docked in the active site. Hydrogens were added to heavy atoms using XLeap
[1]. This structures was solvated in TIP3P [9] water box and three counterions were included to neutralize the charge
of the system. The system was relaxed by a series of molecular dynamics (MD) simulations using PMEMD and the
AMBER99 force field [1]. The simulations were run for a total of 2 ns under periodic boundary conditions (PBC)
with particle mesh Ewald (PME) for long-range electrostatics [10-12].

Following equilibration, the size of the system was decreased by reducing the solvent box. The final QM/MM
system includes all atoms in the protein and a solvent sphere of 30 A radius around the catalytic metal for a total of
18158 atoms for the €186-HOT systems. The reason for this reduction is that our current QM/MM implementation
does not include capabilities for PBC calculations.

B. QM/MM optimizations

Following equilibration the QM subsystem was chosen to include both active site metals, side chains of D12, E14,
H162, D167, the dC nucleotide (excluding C5' and the phosphate group), part of the dT nucleotide (phosphate bond
and C¥’) and five water molecules that complete the coordination spheres of the metals, for a total of 82 QM atoms
including 6 boundary atoms (Ca of amino acids, C5’ of dC and C4’ of dT). All boundary atoms were treated with the
pseudobond method [6, 7]. The remaining atoms were included in the MM subsystem and treated with the parm99
force field. Once the €186-HOT(Mg2") structure was optimized, HOT was replaced by solvent and re—equilibrated
to obtain the free—c system (see main text), reducing the system size to 18043 total atoms (same number of atoms
in the QM subsystem). This structure was used instead of starting from the reported free—e X-ray crystal structure
[13] in order to have similar references. In addition, both the free—e and e-HOT X-ray structures have been shown to
be very similar, RMSD of 0.4 A [8]- The product structures required for the path calculations were created from the
reactant by manually modifying the coordinates with a graphical program. All structures were optimized iteratively

[4].



QM subsystem optimizations were converged to the default values in Gaussian03. MM subsystem optimizations
were converged to a gradient RMS 0.2 kcal /mol A. In the case of the MM subsystem an active sphere of 20 A around
the active site was used, with a 15 A cutoff for non-bonded interactions.

Geometry optimizations were carried out in an iterative fashion as mentioned above. In the case of the QM
subsystem, all calculations were done at the B3LYP level [14, 15] with a mixed basis set where the 6-31G* basis
was used for all reactive atoms: OD1 from E14, Ne from H162, O in one of the waters coordinating the nucleotide
binding metal, O in the nucleophilic water and both Mg?*. For the 03’, 05’ and P atoms (involved in the phosphate
bond breaking and forming) the 6-31+G* basis was used . All other (non—reactive) QM atoms were represented with
3-21G. For Mn?* the LANL2DZ pseudopotential was employed.

In the case of manganese as the catalytic metal, the issue of spin state arises. In this case there are several options
due to the dual metal active site, including low spin (LS), high spin (HS) and broken—symmetry low spin (BSLS)
states. Cluster calculations derived from the X-ray structure of DNA polymerase § [16] have showed that the energy
difference between the HS and BSLS is relatively low, between 0.2 to 0.6 kcal/mol, whereas the difference between
LS and HS is over 120 kcal/mol. In addition, approximating a BSLS state by a high spin state has been previously
employed in DFT [17, 18]. Based on these results, all manganese calculations were done with the HS state (spin
multiplicity of 11). More importantly, the 0.6 kcal/mol difference between the BSLS and the HS state is well below
the accuracy of our method.

As explained above, all calculations involving Mn were performed using the LANL2DZ pseudopotential [19]. These
pseudopotentials have been shown to give good geometries for Mn clusters and complexes themselves, as well as in
combination with 6-31G* basis [20-23].

C. Reaction path and residue analysis calculations

The optimized end points for all three systems were used for the calculation of the initial reaction paths using a
modified version of the quadratic string method (QSM) [24]. QSM is one of the so called “chain-of-replicas” methods
where the reaction path is represented by a discrete number of structures that are optimized to the steepest descent
path in parallel. There are several chain—of replicas methods including the Nudged Elastic Band [25, 26] and the Ayala
and Schlegel algorithm [27]. We have previously extended both of these methods for the determination of enzymatic
reaction paths [28-30]. QSM has been recently developed based on a multiobjective optimization framework. In this
method, each replica along the path is minimized by integration in the descent direction. Each local integration is
done on a quadratic surface approximated by a damped Broyden—Fletcher—Goldfarb—Shanno [31] Hessian.

Another difference between NEB and QSM is the way in which the images are spaced along the path. In NEB,
the images are optimized with the constraint that the distance between points remains equal. QSM however, uses an
iterative approach where the images are redistributed when needed along an interpolating polynomial. In this work
we have modified QSM so that the cartesian degrees of freedom are separated into a “reactive set” and a “spectator”
set and only the reactive set is used for the calculation of the distances in the redistribution step [30, 32]. In particular
for this case, only the coordinates for the reactive atoms and both metals were included in the reactive set.

The initial QSM paths were optimized by including 8 replicas between the end—points to give a total of 10 initial
points. These points were optimized iteratively in parallel using the same method as the QM/MM optimization. The
initial guess to the path was obtained from a linear interpolation between the points for both QM and MM subsystems
[24, 28]. During the path optimization, a constrained MM optimization was carried out to avoid path discontinuities
[29, 30]. In this method, the MM subsystem is subjected to position constraints during the optimization and these
constraints are reduced with each iteration [33]. The paths were considered optimized when the MM environment
does not change from one path optimization cycle to the next.

Once the QSM paths were optimized, the highest points were optimized to the nearest transition state (TS) with
the quadratic synchronous transit 3 (QST3) method [34, 35]. Following the TS optimizations, the legs of the path
between the critical points were re—calculated with a larger number of points for a better description of the path.
Initially QSM was attempted to calculate these paths, however, the only legs that were optimized without significant
discontinuities were the ones corresponding to the free-¢186 path with Mg?* . All other intermediate points were
obtained with the coordinate driving method [36], with a step size of 0.1 A. In the case of the paths for the protonation
of 03’, the same procedure was employed throughout and the intermediate points after T'S optimization were obtained
with QSM. The RCD method for enzyme calculations has been described in detail in [37].

The role of individual residues to the catalytic mechanism has been investigated by analyzing the non—bonded
interactions of each residue with the QM subsystem [38]. Note that the information gained from this energy analysis
is only qualitative. This analysis is achieved by calculating the changes in electrostatic and Van der Waals interaction
energies between individual residues and the QM subsystem when the system goes from reactant to TS. The formula is
AE; =< Eijjqm >mm,1s — < Ejjqum > MM reactant, Where <> denotes an ensemble average, i denotes an individual



residue (or water molecule) and E;,o); represents the electrostatic or Van der Waals interaction energies between
the ith residue and the QM subsystem. AFE; can only be viewed as a first—order approximation to the stabilization
of the TS since conformational changes and dielectric screening are not taken into account. Negative AF; indicate a
stabilization of the TS by that residue and a positive value indicates a destabilizing contribution. Finally, it should
be noted that if a residue does not (de)stabilize the TS in this scheme it does not imply that this residue is not
important to catalysis, since there can be other contributions such as binding the substrate or stabilizing the local
or global structure for enzymatic activity. In all cases, the MM environment of the reactant and TS structures (QM
subsystems fixed) [5] were equilibrated with AMBER for 300 ps and another 300 ps of production run were used to
obtain 300 snapshots. These 300 snapshots per critical point were used for the calculation of the residue interaction
in each case.

II. METAL COORDINATION DISTANCES

Table S1: Coordination distances (in A) for the catalytic and nucleotide binding metals . *OP refers to the Oxygen atom from
the phosphate group that bridges both metals. ® O3’-P refers to the 03’ on dC.

eHOT(Mg®™) eHOT(Mn?") free—e(Mg>T)
Reactant |TS | Product ||Reactant |TS | Product | Reactant | TS |Pr0duct
Catalytic Metal
OD1-D12 2.0 2.0 1.9 2.2 2.1 2.0 2.0 2.0 1.9
OD1-E14 1.9 1.9 2.0 2.0 2.0 2.1 1.9 1.9 2.0
OD2-D167 1.9 1.9 1.9 2.0 2.0 2.0 1.9 1.9 1.9
op? 2.1 2.0 2.1 2.1 2.1 2.1 2.1 2.0 2.1
0O-H>0 (nucl) 2.1 2.3 2.2 2.2 2.2 2.4 2.1 2.2 2.2
Nucleotide Binding Metal
OD2-D12 1.9 2.0 2.1 2.0 2.0 2.2 1.9 2.0 2.0
op? 2.0 2.1 2.3 2.2 2.1 2.3 2.1 2.0 2.3
03-p® 2.2 2.1 2.0 2.3 2.2 2.0 2.2 2.1 1.9
0O-H»0 2.0 2.0 2.0 2.1 2.1 2.1 2.0 2.0 2.0
0O-H»0 2.0 2.0 2.0 2.1 2.1 2.1 2.0 2.0 2.0
0-H»0 2.3 2.6 2.6 2.5 2.7 2.6 2.3 2.6 3.1

III. SUPERPOSITION OF ACTIVE SITES FOR €¢186-HOT AND FREE—¢

Figure S1 shows the superposition of the active sites for the reactants, TS and products for ¢186-HOT(Mg?*) and
free—€186(Mg*™).



Figure S1: Superposition of active sites for the calculated reactants (left), transition states (middle) and products (right). The
€186-HOT(Mg>") structure is shown in aquamarine with nucleophilic water in yellow and free-€186(Mg?") is shown in orange
with nucleophilic water in green. Electrophilic phosphate and waters coordinating the nucleotide binding metal are shown as
spheres. Hydrogen atoms have been omitted for clarity.

IV. QSM PATHS FOR PROTONATION OF 03’

As explained in the main text, the protonation of O3’ on dC and deprotonation of H162 results in a lowering of the
product structure with respect to the initial reactant. Two schemes were studied to test possible paths to transfer
this proton. Both schemes involve the transfer of the proton through an oxygen on the phosphate of the excised dT
nucleotide, either going “over” (on the nucleotide side) or “under” (on the metals side) the O atom. Figure S2 shows
the two optimized TSs for the two deprotonation schemes for ¢186-HOT and free—186 and Figure S3 shows the
optimized product for €186-HOT. The calculated QSM paths for both systems are shown in Figs. S4 and S5. As can
be seen in both cases (¢186-HOT and free—€186) the calculated barriers are above 30 kcal /mol for either the “over” or
“under” schemes. In both cases the tested paths for the protonation of O3’ involves the transfer of the proton on H162
(originally from the nucleophilic water) to an O atom on the phosphate of the excised nucleotide (dT). Subsequently
the proton rotates about this O atom and transfers to the O3’ (see Figs S2 and S3).

Figure S2: Active site for the calculated TSs for the protonation of O3’ ; left: “under”, right: “over”. The ¢186-HOT structure
is shown in aquamarine with nucleophilic water in yellow and free—€186 is shown in orange with nucleophilic water in green.
Electrophilic phosphate and waters coordinating the nucleotide binding metal are shown as spheres. Hydrogen atoms have
been omitted for clarity.




Figure S3: Active site for the calculated product for the protonation of O3’ (€186-HOT structure only).
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Figure S4: Calculated paths for the ¢186-HOT proton transfer from H162 to O3’ on dC. Left: “under”, right: “over”
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Figure S5: Calculated paths for the ¢186-HOT proton transfer from H162 to O3’ on dC. Left: “under”, right: “over”
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V. RESIDUE ANALYSIS

All residue analysis results include protein residues, nucleic acids and all solvating water molecules. As can be seen
from Figures S6 and S7 there are only a few residues that have a significant contribution to the reactions (|AE;| > 1
kcal/mol). Residue numbers in Figures S6 and S7 are consecutive, 1 to 181 correspond to €, 182-251 to HOT (in the
complex cases), and the rest are water molecules and metals (including counterions).

Figure S6: Coulomb interaction per residue for all three systems (€186 subunit only). Top: €186-HOT(Mg>"), middle: €186~
HOT(Mn?"), bottom: free—c186(Mg>™).
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Figure S7: Coulomb interaction per residue for the ¢186-HOT systems for HOT and counterions only. Top: Mg?", bottom:
Mn2t.
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VI. STRUCTURAL ALIGNMENT

Figures S8 and S9 show the alignment of ¢ with the exonuclease domain (Klenow fragment) of DNA polymerase I
from E. coli [39] and the exonuclease domain of the DNA polymerase from bacteriophage RB69 [40] respectively. As
can be seen, the position of the conserved residues is similar to TREX1, which has been linked to several autoimmune
diseases [41-43] (see main text).



Figure S8: Structural alignment comparing residues obtained from the decomposition analysis in €186-HOT (light blue)
superposed with the Klenow fragment (red). Residues from energy decomposition for €186 are shown in green; structurally
homologous residues for Klenow are shown in yellow. Metal binding residues (and H162) for €186 are shown in light blue;
structurally homologous active site residues for Klenow are shown in red.

Figure S9: Structural alignment comparing residues obtained from the decomposition analysis in €186-HOT (light blue)
superposed with RB69 (red). Residues from energy decomposition for €186 are shown in green; structurally homologous
residues for RB69 are shown in yellow. Metal binding residues for €186 are shown in light blue; structurally homologous active
site residues for RB69 are shown in red.
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