
Comparison to the Hopfield-Brody model of time-warp
invariant neuronal processing.

We implemented a system based on the Hopfield-Brody model [1, 2] of time warp invariant pro-
cessing, that performs classification of latency patterns,similar to the synthetic task studied in this
paper (Figure 3). The system consists ofN neurons, each of which responds to an incoming event
at timeti by a linearly decaying firing rate ramp

ri(t) =

[

1 −
(t − ti)

τi

]

+

, ti ≤ t (i = 1, . . . , N)

with the neuron specific decay timeτi. The rectification[ ]+ limits ri(t) to non zero values. As in
our synthetic latency pattern classification task we considered input patterns that consisted of one
event per neuron. Each such pattern had to be classified as target or null. The system classifies a
pattern as target if a sufficiently large number of neurons fire with roughly equal rates (“Many-are-
Equal”), i.e. their differences are not greater in magnitude than some tolerance interval∆. In the
original implementation in ref.[1, 2] this condition ensured the transient synchronization of cells
within a subsequent processing layer. For a given timet, let us denote the number of neurons
whose firing ratesri(t) are equal tor with a tolerance∆ by C(t, r), i.e.

C(t, r) =
N

∑

i=1

χ(ri(t) − r)

whereχ(x) = 1 iff |x| < ∆ and0 otherwise. In order to implement the task only a subset of the
inputs are read by the decoding system. We thus define the score

S(t, r) =
N

∑

i=1

wiχ(ri(t) − r)

where{wi} (i = 1, . . . , N ) denotes a vector ofN plastic binary readout weights (wi ∈ {0, 1}). A
given input pattern (specifying a vector ofti’s) is classified by the system as target ifmaxt,r S(t, r) >
ϑ and as null otherwise. The parameterϑ corresponds to the threshold for synchrony in the original
model. For our classification task, where on average half of the patterns are targets, it is reasonable
to choose:ϑ = 〈maxt,r C(t, r)〉/2 with the average taken over the set of all input patterns.

To test the capacity of this model we introduced a simple heuristic to train the readout weights{wi}
to classify a given realization ofp input patterns. Starting with a random weight vector with mean
one half, patterns are cycled through the circuit. Whenever anull pattern is classified as target
pattern, one of the weights contributing to the maximal score is changed from 1 to 0. Conversely,
when a target pattern is classified as null, the maximum scoreS(t, r) for which the corresponding
countC(t, r) is larger than the score, is increased by switching one of thevanishing weights to 1.
For both types of corrections, preference is given to the candidate weight with the smallest number
of total changes.
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We have simulated the above model withN = 800 neurons whose decay timesτi were chosen
randomly from a uniform distribution between0.3 s and1.1 s. As in our synthetic latency pattern
classification task we considered input patterns that consisted of one event per neuron arriving at
a time that was randomly chosen from a uniform distribution between0 andT = 0.5 s. Each
of p input patterns was randomly labeled as target or null pattern with probability one half. The
tolerance was∆ = 2.5 10−3 s. The numerical results quoted below were not sensitive to modest
changes in these parameters.

Without temporal warping of the input patterns, the above learning heuristic successfully stored up
to 50 (but not 60) patterns in the proposed architecture, which is in the range of the capacity found
in ref. [2], where 25 is cited as the maximum number of patterns successfully recognized. This
capacity of50/800 = 0.0625 patterns per modifiable synapse is substantially smaller than the stor-
age capacity of the tempotron, which is approximately3. In addition, we found that near capacity
the ‘Many Are Equal’ model described above is highly sensitive to global temporal warping of the
patterns. Requiring that the system will be able to learn to classify correctly time warped latency
patterns up to a warping factor of2, reduces the capacity to well below 25 patterns, suggesting
(cf. Figure 3) that the conductance based tempotron has a substantially larger capacity to learn to
classify latency patterns in a time warped robust manner. Itshould be noted that this comparison
is limited to the binary weight learning rule described above which is in the spirit of the learning
rule suggested in ref. [2]. We cannot rule out the existence of more powerful learning rules that
will exhibit a larger capacity for the ‘Many Are Equal’ model.
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