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Significance testing plays a prominent role in behavioral science, but its value is frequently over-
estimated. It does not estimate the reliability of a finding, it does not yield a probability that results
are due to chance, nor does it usually answer an important question. In behavioral science it can
limit the reasons for doing experiments, reduce scientific responsibility, and emphasize population
parameters at the expense of behavior. It can, and usually does, lead to a poor approach to theory
testing, and it can also, in behavior-analytic experiments, discount reliability of data. At best, sta-
tistical significance is an ancillary aspect of a set of data, and therefore should play a relatively
minor role in advancing a science of behavior.

One need only look at a few scien-
tific journals in the domain of behav-
ioral science to note the ubiquity of
statistical significance testing (cf. Hub-
bard, Parsa, & Luthy, 1997; Sterling,
1959). Such information can be found
even in journals that emphasize repli-
cation and individual-subject data
(Hopkins, Cole, & Mason, 1998). It is
interesting that behavioral science has
aligned itself so strongly with signifi-
cance testing, whereas other, more suc-
cessful sciences have not. Significance
testing has been ubiquitous in psychol-
ogy since the early 1950s, yet it is dif-
ficult to discern how its use has im-
proved the field. Many important be-
havioral processes were discovered and
analyzed prior to the development and
implementation of tests of statistical
significance, and virtually all of mod-
ern chemistry and physics was devel-
oped without their assistance. It is
clear, then, that science can proceed
without significance testing, and it is
not at all clear that significance testing
has helped to advance behavioral sci-
ence. The mystery is why so many be-
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havioral scientists continue to place
such high value on the methods of sig-
nificance testing.
Many journals require tests of statis-

tical significance as part of the data an-
alyses. Given that it is possible to con-
duct good research without resorting to
this method, it seems unwise for jour-
nals to have editorial policies that
make such tests necessary for publi-
cation. Nevertheless, such policies ex-
ist, and that presents a problem for the
researcher who prefers not to employ
the tests. In the comments that follow,
I hope to help researchers who find
themselves at the mercy of journal ed-
itors or grant reviewers who clamor for
significance tests use the old maxim,
"Sometimes the best defense is a good
offense." Specifically, I'll try to point
to both inherent weaknesses in the log-
ic of significance testing and to poten-
tial consequences of unreasonable al-
legiance to them. These points may be
used in interchanges with editors and
reviewers to illustrate that preference
for not using significance testing is ful-
ly defensible. Virtually none of the
weaknesses and negative consequences
of significance testing that I shall pre-
sent are new or recently discovered.
All have been known and discussed
many times over the years. My com-
ments, then, should stand only as re-
minders.
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THINGS THAT
SIGNIFICANCE TESTING

DOES NOT DO
Tests of Statistical Significance
Do Not Provide a Quantitative
Estimate of the Reliability of a Result

This fact means that the expression
"statistically reliable" is a non sequi-
tur. There is no dispute about this issue.
There is no known relationship be-
tween level of significance and repli-
cability (see Carver, 1978). A p value,
or its inverse, therefore is not an esti-
mate of how likely the results obtained
are to be replicated. That is, to say that
p < .001 does not imply that there is
only one chance in a thousand that a
replication would fail, nor does it mean
if you conducted the experiment 1,000
times, you would most likely find only
one discrepant result. The only way
currently known to determine if a find-
ing is reliable is to replicate the result.
How many replications must be per-
formed before we agree that a result is
reliable? The answer is, "It depends."
And it depends on many things. The
number of replications needed to be
convincing depends, for example, on
what is already known. As an illustra-
tion, if I throw a brick at a pane of
glass and it breaks, most people would
not ask that I replicate the effect to be
sure to conclude that the brick hitting
the glass was the cause of the glass
shattering. (Nor would most people ask
for a "control" pane of glass, but that
is another, although related, issue.)
Why not? Because of what we already
know about glass, bricks, and thrown
objects. Similarly, in science, some
things, because we know relatively lit-
tle, require more extensive replication,
whereas other kinds of results do not
require as much (these are more likely
in physics, however, than in behavioral
science).
A p value has quantitative meaning

only if the null hypothesis is true. Of
course, we do not know if the null hy-
pothesis is true. That is why we're do-
ing the test in the first place-to get
information to help us decide if it is

true. If we knew that the null hypoth-
esis were true, then a p value of .001
would indicate that if we perfectly rep-
licated the study 1,000 times, we
should expect only one case to come
out differently. Of course, if we knew
the null hypothesis were true, we
would have no reason to do the test.

Tests of Statistical Significance Do
Not Estimate the Probability That
the Results Were Due to Chance

This fact can be illustrated easily by
remembering that a p value is a con-
ditional probability. Specifically, a p
value represents the probability of a
certain kind of data given that the null
hypothesis is true: p = p(datalHO). To
state that something is due to chance is
to reverse the conditionality. That is,
saying that some result is due to
chance is essentially stating that a p
value is an estimate that the null hy-
pothesis was operating, and that simply
is not the case because that would im-
ply that p = p(Hldata). Elementary
probability theory tells us that p(A|B)
is not equal to p(BIA), except in the
rare case that the probabilities are in-
dependent of one another and are also
equal (Parzen, 1960). It is easy to il-
lustrate to oneself that they are not
equal by considering everyday exam-
ples like p(raininglcloudy) versus
p(cloudylraining) or p(manuscript re-
jectedisubmitted to The Behavior Ana-
lyst) versus p(submitted to the The Be-
havior Analystlmanuscript rejected).
All this is to say that p is not an esti-
mate of the probability of the truth of
the null hypothesis. That is one of the
important reasons why it is not an es-
timate of the reliability of results.

Tests of Statistical Significance
Usually Do Not Answer a Question to
Which the Answer Is Unknown

Significance tests provide research-
ers with evidence on which to decide
if the null hypothesis is true. That is
not a very important question to an-
swer, because in the vast majority of
cases the null hypothesis of no differ-
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ence is not true. As Meehl (1967)
notes, he and Lykken have shown that
to be the case with data. When one
considers what the null hypothesis usu-
ally entails (i.e., that the only thing op-
erating in the experiment is random-
ness), it is pretty obvious that there are
very few situations in which that could
be true. As noted by Kraemer (1998),
"something nonrandom is almost al-
ways going on, and it seems a trivial
exercise to redemonstrate that fact" (p.
206). Virtually all behavioral scientists
learn that by increasing N one increas-
es the likelihood of finding statistical
significance, but somehow the impli-
cations of that fact get lost. If it is so
important, how come it is so easy to
influence? One can relate this point to
the previous two. Perhaps it is not so
bad that significance tests do not esti-
mate the truth of the null hypothesis,
because we already know that it is
false. Also, a procedure designed to
help us decide about something we al-
ready know could hardly be one that
would provide quantitative estimation
of reliability.

It seems to me that the three argu-
ments just presented would be suffi-
cient to convince a reasonable person
that eschewing significance testing for
other approaches to establishing reli-
ability is a perfectly sane and defensi-
ble position. Perhaps, however, one
might be faced with someone who is
less than reasonable and therefore
might want to use the following points
about unfortunate consequences of
null-hypothesis significance testing.

THINGS THAT
SIGNIFICANCE TESTING

DOES DO
Tests of Statistical Significance
Reduce Scientific Responsibility

This point is made eloquently by
Carver (1978), who points out that
slavish adherence to significance test-
ing is a view in which a scientist is
given full responsibility for the origin,
design, and conduct of an experiment,
but is given no responsibility for de-

ciding whether the results are useful or
meaningful. The thing that sets science
apart as a social enterprise is that it is
self-corrective. The mechanism of cor-
rection is replication. It is through rep-
lication that confidence in a finding is
established, and it is through failures of
replication that mistakes are corrected.
Social contingencies are important in
science, and significance testing blunts
their effectiveness. Before tests of sig-
nificance were invented, a scientist's
reputation depended on the reliability
of his or her descriptions of results and
conclusions drawn from them. If a sci-
entist claimed to observe some result,
and subsequently it was shown that the
result was not reliable, the scientist's
reputation suffered. With significance
testing, there is an out. For example,
suppose Scientist A performs an ex-
periment and gets a statistically signif-
icant result and makes claims on that
basis. Other scientists perform repli-
cations but do not get the same result.
Does Scientist Xs reputation suffer?
No, because he or she can claim, "It's
not my fault. We expect some propor-
tion of errors when using tests of sta-
tistical significance, and this was one
of them. I played by the rules and am
therefore blameless." If one's reputa-
tion rides on the reliability of findings,
you can bet that scientists would be
more careful about what they publish.
The fact that tests of statistical sig-

nificance protect a scientist to some de-
gree may be one of the factors that de-
termine their popularity. Use of signif-
icance testing might be thought of as a
form of avoidance, avoidance of social
censure.

Requiring statistical significance as a
prerequisite for publication also serves
to blunt science's most precious re-
source for ferreting out mistakes (or
even fraud). As noted above, the self-
corrective nature of science is based on
replication. Failures to replicate are
very, very important in informing us
that we don't fully understand what is
going on (Sidman, 1960). If statistical
significance is requisite for publication,
then one will have a difficult time pub-
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lishing results of experiments in which
replication of a statistically significant
effect fails.

Tests of Statistical Significance
Are Frequently Employed in
a Poor Manner to Test Theory

I like to call this the "dumb-null-hy-
pothesis problem," and it is a point
well made by Meehl (1967, 1978).
Consider the usual arrangement for us-
ing statistical significance testing to put
a theory to test. The null hypothesis is
set at "no effect." The alternative hy-
pothesis, the one that the theory pre-
dicts, is set at "some effect." If a sta-
tistically significant effect is obtained,
the null hypothesis is rejected, and the
alternative hypothesis, and therefore
the theory, gain support. Consider now
how statistical significance is deter-
mined. A statistic that is a ratio of "ef-
fect variance" over "error variance" is
computed. If that ratio is large enough,
statistical significance is achieved.
Next, consider the effects of improve-
ment in experimental technique. Better
control of extraneous variables should
decrease error variance, and therefore
make it easier for the ratio to reach the
critical value. Thus, as methods are re-
fined and better experiments are con-
ducted, it becomes easier to demon-
strate statistical significance. That
means that better methods make it eas-
ier to reject the null hypothesis and
therefore support the theory, no matter
what the theory is. Obviously, this is
not a very good outcome.

There is a way to circumvent this
issue and make use of significance test-
ing in a more rational fashion. Statis-
tics courses usually inform us that it is
not necessary that the null hypothesis
be "no effect." Instead it can be set at
some particular effect; that is, it can be
set at what the theory predicts. Then,
as experimental techniques are im-
proved it still becomes easier to reject
the null hypothesis, but in this case the
null hypothesis is what the theory pre-
dicts. Therefore, as experimental tech-
niques improve, the theory is put to a

more severe test, exactly the kind of
result for which one would hope. This
latter approach is exactly what is done
in curve fitting (Lewis, 1966), a strat-
egy favored by the more advanced sci-
ences.

Tests of Statistical Significance
Emphasize Population Parameters
Over Behavior

As Danziger (1987, 1990) has noted,
a remarkable development in behavior-
al science in the last half of this cen-
tury has been the emergence of the ag-
gregate as the unit of analysis. This is
an odd development in a field presum-
ably dedicated to understanding behav-
ior or "the mind." Behavior is some-
thing an individual does, not what a
group average does. (It is especially
difficult to think of "group mind.")
The direction of inference from a
group average is to the population, not
to the individual, so when the unit of
analysis becomes the aggregate we de-
velop a science not of behavior but of
population parameters. Perhaps some
take comfort from the view that some-
thing that provides information about
the population is inherently more gen-
eral than something that applies to
some individuals, but that comfort
ought to be tempered by the realization
that the generality is not about behav-
ior. A 2% rate of pregnancy in a pop-
ulation may have important meaning
for policy makers (insurance and pub-
lic), but it has no meaning for an in-
dividual female, who is never 2% preg-
nant.

Tests of Statistical Significance
Can Limit the Reasons for
Doing Experiments

Tests of statistical significance gen-
erally require that the experimental
question be a test of a hypothesis. Test-
ing hypotheses, of course, is an hon-
ored tradition in science and certainly
a worthy enterprise. As ably noted by
Sidman (1960), however, there are
many other very good reasons for do-
ing experiments. Isaac Newton, a sci-
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entist of some note and success, sug-
gested that one should never have a hy-
pothesis, but rather should simply ask
questions about Nature. His successes
make clear that hypothesis testing is
not the only route to achievement in
science. Having to shoehorn one's ex-
periments into the logic of hypothesis
testing frequently leads to absurdities
like developing one's "hypotheses" af-
ter the data are collected.

Tests of Statistical Significance
Often Discount Reliability in Effects
in the Case of Behavior-Analytic
Experiments

This happens because the tests typ-
ically ignore the replications inherent
in behavior-analytic research designs.
Consider, for example, cases in which
for each subject a stable baseline is es-
tablished in each condition of the ex-
periment (a very common occurrence
in such research). Statistical analyses
will then proceed using, for example,
averages from the last five sessions of
observation in each condition. This
mean is treated as if it were a single
score from a single observation, but it
clearly is not. Each of the last five ses-
sions of each condition constitutes a
replication, so in reality, at a minimum,
five replications of the value are ig-
nored. Given other evidence of good
experimental control, five replications
of a value provide direct information
about the reliability of the value, and
that information is lost in the statistical
test. The expression, "at a minimum,"
was used above because in many cases
the session average itself underesti-
mates the reliability of the measure.
Suppose that in each session a vari-
able-interval schedule was in effect,
and cumulative records reveal that rate
of behavior was constant throughout
the session. If the rate of behavior is
reported as the session average, this
single number does not tell us as much
about reliability of the effect. A cu-
mulative record, however, reveals that
from minute to minute the effects were
reliable. I know of no statistical test

that can deal with that kind of reliabil-
ity.

Given that tests of statistical signif-
icance, despite any evidence that they
have assisted the development of be-
havioral science, have become such an
integral feature of research in behav-
ioral science, it seems highly unlikely
that we shall at any time soon see a
broad deemphasis of their use. There
are rumblings, however, in the psycho-
logical sciences that may indicate that
slavish attachment to significance test-
ing may eventually fade away (e.g.,
Cohen, 1994; Hunter, 1997; Loftus,
1996). If that is the case, research con-
ducted in the tradition of behavior
analysis, research that is directed at in-
dividual behaving subjects and that
employs methods that directly illustrate
reliability, can serve as a model for
other researchers. Now could well be a
very opportune time for behavior anal-
ysis, a time in which behavior analysis
illuminates the way for other research-
ers in psychology. Behavior analysts
should not "hitch themselves to a wag-
on from which people are leaping,"
but instead should look upon the next
decade as one in which behavior-ana-
lytic methods gain even wider popu-
larity.
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