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1. SPECIFICCONSIDERATIONS FOR THEOSELTAMIVIR TRIALS
1.1 Identification of clinical symptom onset

We need a definition of ILI to identify the time of symptom ohs$e., the first day of an ILI episode, which
provides information for the infection time of a symptongatifluenza case. The two oseltamivir trials
collected the same set of symptoms: temperature, thregatsy symptoms (cough, nasal congestion,
sore throat) and four constitutional symptoms (headadtteesdpains, chills/sweats, fatigue). However,
the two primary analyses use different definitions of ILI.INVer et al. (2001) used body temperature
> 37.2C plus at least one respiratory symptom and at least oneitditgtal symptom, whereas Hayden
et al. (2004) used body temperature 37.8C plus either cough or nasal congestion. We refer to the
former as the Welliver definition and the latter as the Haydigfimition. There are other definitions of ILI
as well. For example, in the analysis of a zanamivir trial,ntboet al. (2002) used at least two symptoms
of fever (> 37.8°C), cough, headache, sore throat, and myalgia.

Halloran et al. (2007) used the Hayden definition for Oseld @re Welliver definition for Osel I1. In
Yang et al. (2006), the Welliver definition was used for Ogddit the symptom onset dates in Osel | were
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determined by the source providing the data, and the exénttitn of ILI was not clear. We use the same
definition as in Halloran et al. (2007) for comparabilitylween our and previous results. Other definitions
are also explored in sensitivity analyses. We assume thibaion period takes discrete distributions (1
day:0.21, 2 days:0.58, 3 days:0.21) (Elveback, 1976), @herp stands for Pffni = thi + IIthi) = p.

We allow multiple ILI episodes for the same person, but twifedent episodes have to be sufficiently
distant from each other so that each candidate infectiorcdaybe associated with at most a single ILI
episode. Hence, we assume that there must be at least 7 dhgsinany symptom preceding each ILI
episode. Lefhik denote the&k!" symptom onset day of persah, i), k = 1, ..., mni, wheremy; is the
total number of ILI episodes for this individual. Redefiing as a mapping fronft : Th <t < Th} to
{thik :k=1,...,mni}:

fui () = thik, Jfhik, such that Rpik|t) > O
=1 00, otherwise.

That is, thi(t) is the symptom onset day if the infection of subjéuti) occurs on day. The function
thi () is defined ont : Th <t < Th} because the true infection déy is a latent variable and will be
sampled over this range.

1.2 Identification of candidate infection days

To use our method, it is necessary to idenfify;, the collection of candidate infection days for infected
individuals, which in turn requires specific links betwe@tyy, |thi) and lab-test results. We divide the
time period for each individual into two intervalsTy, 0] and [1 T,], and refer to the former as the
pre-baseline period and the latter as the post-baselinedpexll intervals considered here are sets of
integers. We assume the baseline swab collected on day llyisnidicative of the infection status in the
pre-baseline period. Given that the individual is not itéelcduring the pre-baseline period, the infection
status during the post-baseline period is jointly deteadiby both swabs collected after day 1 (follow-
up swabs) and the HI titers; however, swabs are considettedngi@ant while HI titers are considered
supplementary. We do not consider the sensitivity and &piggiof the lab-tests.
Before introducing the specific rules, two principle asstions about lab-tests are made:

e A positive nasal/throat swab drawn on diayndicates that infection occurred in the perifsl:
t — 0 < s <t — 1}, without considering other information.

e A 4-fold increase in Hl titers indicates that infection oomd in the post-baseline period given that
the subject is susceptible at baseline.

When a subject has multiple positive swabs, we only congluefirst one and discard the subsequent
ones. Assumd, < 1— 6. LetI(-) be the indicator function. The following rules are used tenitify

C(Ypilthi) and thusp:

1. If the baseline (day 1) swab is positive, th@tyy,;|t) = | (t € [1 — J,0]); else, subjecth, i) is
susceptible at the beginning of day 1.

2. Given the baseline swab is negative, if the first positlew-up swab is drawn on day, consider
the following possibilities defined by the location of |- 0, t* — 1] relative to [1 Th]:

o If t* — 1 < Th, thenC(yp;lt) = I (t € [t* — 5, t* — 1] N [1, Tn]).

o Ift* =< T <t*—1, check Hl titers. If there is a 4-fold increase in HI tite@yy, [t) =
I(t e [t*—d,t* —1]N[1, Ty]); else,C(yyiIt) = O forallt e [1, Ty].
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e If t* — 6 > Th, check HlI titers. If there is a 4-fold increase in HI tite@(yp;|t) = | (t €
[1, Th]); else,C(ypilt) = Oforallt  [1, Th].

3. Given the baseline swab is negative, if all follow-up swabe negative or there is no follow-up
swab, check Hl titers. If there is a 4-fold increase in HIrsteC(ypi[t) = | (t e [1, Tq]); else,

C(ypilt) = Oforallt  [1, Trl.

While the choice ob seems arbitrary, it should at least (1) be biologically oeable, and (2) allow
Qi to be non-empty for infected subjects. In a meta-analydisiofan influenza challenge studies, Carrat
et al. (2008) found the average duration of viral sheddingragr375 participants to be 4.8 days (95%
Cl:4.31, 5.29). We sef = 7 for the major analysis, and perform sensitivity analysisdifferent values
of 4.

The determination oy, is affected by both the duration of symptom diary and thedagtof specimen
collection. For Osel I, we assume the duration of symptoarydis 14 days, starting from day 1. For
subjects whose symptom diary stopped at day 7 due to absémicki the first week, we assume no
ILI occurred from day 8 to day 14. It probably takes severaisdfar the Hl titer level to reach a 4-fold
increase after infection, hence it is reasonable tdlget 14 as the second blood draw for HI titers was
on day 21. Similarly, we sef, = 23 for Osel | as the second blood draw for HI titers was on day 30
although the symptom diary was recorded up to day 30.

2. PRIOR DISTRIBUTIONS

As the information in the data about the relative infecgiwtirve is very limited and the shape parameters,
a andb, are highly dependent, we adopt a reparameterization ifotheof A = a + b andB = ﬁ to
improve the convergence rate and to reduce auto-correldiar all parameters except fé;, we use flat

priors over their domains at the natural scale for the prynaaalysis:

(o) x 1 (0 < yg < 00)
m(y1) < 1(0 < y1 < 00)
(o) x 1 (—oo < ay, < o0), (u,v) € {(0,0),(0,1), (1,0}
T (Orx) x 1 (0 < Orx < 00)
7T (Pprx) x 1 (0 < prx < 00)
”(HAge) x 1 (0 < age < 00)
7($age) 1 (0 < page < 00)

7(A) x ex p{—%(log(A —2)—log2)%, A>2
7(B)x (0 < B < 1)

An informative prior is used foA such that it has mode at 4, based on the empirical valuasatib. A
minimum value of 2 is imposed oA to ensure that most samplesabéndb are larger than 1 so that the
relative infectivity curve has a bell shape.

Highly informative priors are investigated in sensitiviipalyses. It should be noted that these flat
priors are noninformative in the sense that each possililie #athe domain is equally weighted, but such
noninformativeness is not invariant to transformation émeral. Our purpose of using flat priors at the
natural scale is to make justifiable comparison of the Bayesstimates with likelihood-based estimates
in previous analyses.



4 Y. YANG, M. E. HALLORAN AND |. M. LONGINI

3. MCMC SAMPLING SCHEME
3.1 Sampling parameters

Letw(—p) denote the collection of parameters withguiTake the common risjg as an example. Given
the current value ofo°'?, we sampleyo"® from the proposal distribution Log-Normab®'?, d2), and
acceptyo" with the probability

Pr ’f’f’ new’w _ new
w—minl1 (y . €70 (—70)) y yoOId _
Pr(y, t,t, 709, @(—y0)) 70

The value ofd,, is chosen to reach an acceptance rate o-0034.

3.2 Monitoring the convergence of the chains

To obtain the joint posterior distribution of all the paraers, a burn-in period of 10000 iterations is
adopted on three parallel MCMC chains. Convergence in tiné posterior distribution of all parameters

is diagnosed on three parallel chains using the scale riedufeictor defined as/E =
in Gelman and Rubin (1992), wheM is the number of runs, and andW are the between-sequence

and within-sequence variances respectively. Convergisnoensidered as reachechifR < 1.1 for all
parameters. After convergence, we go over the last 500&tives and randomly choose one chain per
iteration to read in the samples. We report the results fggaabhmeters based on these 5000 samples.

4. ADDITIONAL SENSITIVITY ANALYSIS

The standard analysis to which all sensitivity analysescarepared is given in column 2 of Table 4 in

the main text and is also added to each sensitivity analgbis to facilitate comparison. In general, the
posterior estimates fori, AVEg; (via 0rx), Oage and¢age are relatively robust to various assumptions
and prior believes.

4.1 Sensitivity to the definition of ILI (Table S1)

We consider two ILI definitions different from the one useaur primary analysis:

1. Use the Hayden definition for both Osel | and Osel Il. Thelkéai definition can not be applied to
Osel | because constitutional symptoms were missing foryrsahjects in that study.

2. A weaker definition that lowers the temperature thresbbttie Hayden definition: body tempera-
ture> 37.2°C plus either cough or nasal congestion.

We refer to the first one as the Hayden definition and the seaoeds the weak definition. The incubation
period takes discrete distributions (1 day:0.21, 2 dag8,®B days:0.21) for the Hayden definition and (1
day:0.5, 2 days:0.5) for the weak definition. The distribatfor the weak definition is based on some
challenge studies (Fritz et al., 1999; Hayden et al., 1989)hich one or more symptoms generally
appeared in the first two days after inoculation of influenrases.

The estimates foy;, AVEg;, age andgage are not sensitive to the ILI definition, whereas the esti-
mates for all other parameters are. In particular, resaltsiéfinition 3 are quite different from those for
definitions 1 and 2. With definition 3, the probabilities ofvdping ILI are similar between treatment
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combinations, and thus the efficacies for pathogenicity@ggh 0. Overall, regardless of the ILI defini-

tion, the prophylaxis for the susceptible significantlyueed susceptibility to infection and symptomatic
infection but did not change pathogenicity, and antivingrapy for infectives reduced pathogenicity and
the risk of symptomatic infection in the contacts, but wasaiie to reduce the risk of viral transmission.

4.2 Sensitivity to the distribution of the incubation perioaifle S2)

We change the distribution of the incubation periodtalay: 0.7, 2 days: 0.2, 3 days: §.4And{1 day:

0.1, 2 days: 0.2, 3 days: 0.4, 4 days:jJa@reach a shorter mean duration of 1.4 days and a longer mean
duration of 2.9 days, respectively. A longer mean duratidth@incubation period seems to be associated
with slightly higheryp andy, but does not affect the estimates for the pathogenicitgrpaters and the
efficacies.

4.3 Sensitivity to the range of potential infection time thatositive lab-test can indicate (Table S3)

We have assumed that a positive nasal/throat swab colleatédyt indicates an infection day between
t — 0 andt — 1, whered = 7 in the primary analysis. We change the valué ¢6 5 days and 10 days
respectively, but identify no appreciable differencessgtdor minor impacts on the estimates for

4.4 Sensitivity to the prior distribution (Table S4)

In the primary analysis, priors are changed for one paranatta time. However, changes in the prior
of one parameter may influence the posterior distributiontbér parameters. Here we investigate the
sensitivity of the Bayesian estimates by changing the prinom flat to non-flat for three subsets of
parameters, one subset at a time while keeping the priorthef parameters unchanged: the infection
rates {o andy1), the pathogenicity parametergof, ao1 andaip), and the antiviral effectsfgx and
¢rx).- The non-flat priors have the same form as those used foré-RByin the primary analysis, with
corresponding to the $9 percentile of the flat-prior-based posterior distributiefiecting strong prior
belief in extremely large values.

The third column of Table S1 suggests that, when the infeatites are believed to be high, their
posterior estimates go up moderately farand substantially fopg. The strong prior in infeciton rates
also lead to increase in AfEand decreases ifge and¢ppge. The impact on the estimates of other
parameters is limited.

According to the fourth column, strong prior informationoaib the pathogenicity parameters does
play a significant role in the posterior distributions of leghogenicity parameters themselves and related
efficacy measures, Avgp, AVE|p, AVEgqand AVE(, but does not affect much the estimates for other
parameters and efficacy measures.

The last column shows that strong prior belief in large valior Oryx and¢ry, i.e., towards null or
adverse antiviral effects, has moderate influence on theatsts fory;, AVEg; (via Orx), AVEgq and
AVE 4, but decreases the posterior estimates for f\skibstantially. We also observe minor increases in
the posterior estimates fgi . Pathogenicity parameters seem to be insensitive to tbelpelief about
the antiviral effects, and consequently so do @ﬁ:‘and AVE|p.
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Table S1.Analysis of sensitivity to the definition of ILI. Distribotti of the incubation period il day: 0.21, 2 days:
0.58, 3 days: 0.2}1for the Hayden definitions and {4 day:0.5, 2 days:0J5for the weak definition. Estimates are
presented as Mediapyso, CS-

Parameter Standard Hayden Definition Weak Definition
70 0.00046(0.000060.0017  0-00053(0.000070.0019 ~ 0.0017(0.000620.0040
71 0.021(0.011,0.038) 0.020(0.010,0.037) 0.018(0.00920.034)
100 0.49(0.33,0.66) 0.41 (0.25,0.58 0.53(0.38,0.68)

101 0.30(0.0950.58) 0.21(0,056,0.49) 0.49(0.25,0.74)

110 0.080(0.0180.22) 0.079(0.0180.22) 0.38(0.18,0.65)
AVEg;  0.61(0.36,0.78 0.61(0.36,0.77) 0.580.30,0.76)
AVE|; —0.21(-0.94,0.29 —0.17 (_0.89,0.29) 0.086(—0.65,0.56)
AVEgp  0.38(-0.320.81 0.48(-0.36,0.86) 0.088(_0.54,0.53)
AVE|,  0.84(0.530.96) 0.80(0.39,0.95 0.28(_0.44,0.68)
AVEgq  0.77(0.42,0.93 0.80(0.40,0.95) 0.62(0.25,0.83)

AVE g4 0.80(0.38,0.96) 0.78(0.23,0.95) 0.36(-0.38,0.76)
Oage 1.07(0.64,1.87) 1.07 (0.65,1.87) 1.03(0.63,1.79
PAge 1.05(0.64,1.69) 1.040.63,1.79 1.11(0.63,1.89

Table S2.Analysis of sensitivity to the distributions of the incubatperiod. The short period has the distribution
{1 day: 0.7, 2 days: 0.2, 3 days: Q,5and the long period has the distributi¢h day: 0.1, 2 days: 0.2, 3 days: 0.4, 4
days: 0.3. Estimates are presented as Med'@@% cs-

Parameter Standard Short Long

70 0.00046(0.000060.0017 ~ 0.00046(0.000060.0017  0.00053(0.000080.0019
71 0.021(0.011,0.038) 0.020(0.00960.034) 0.026(0.0130.046)
100 0.49(0.33,0.66) 0.50(0.33,0.67) 0.49(0.32,0.66)
o1 0.30(0.0950.58) 0.30(0.10,058) 0.31(0.096.0.60)
10 0.080(0.0180.22) 0.079(0.0180.21) 0.079(0.017,0.22)
AVEgj  0.61(0.36,0.78) 0.61(0.38,0.78) 0.60(0.33,0.77)
AVE; —0.21(-0.94,0.29) —0.18(-0.96,0.29) —0.22(_1.030.26)
AVEgp  0.38(-0.320.81 0.40(—0.28,0.80) 0.37(—0.41,0.80)
AVE|p 0.840.53,0.96) 0.84 (0.53,0.96) 0.84(0.52,0.96)
AVEgq  0.77(0.42,0.93 0.77 (0.44,0.93) 0.75(0.38,0.93)
AVE|qg  0.80(0.38,0.96) 0.81(0.39,0.96) 0.80(0.33,0.96)
Oage 1.07 (0.64,1.87) 1.06 (0.64,1.81) 1.05(0.63,1.80)

PAge 1.05(0.64,1.69) 1.07(0.66,1.75) 0.99(0.61,1.63
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Table S3.Analysis of sensitivity td, the range of potential infection time that a positive lasttcan indicate.
Estimates are presented as Medigo, cs-

Parameter Standard & 7) 0=5 0=10

70 0.00046(0.000060.0017  0.00055(0.000070.0020  0.00045(0.000070.0017%
71 0.021(0,011,0.038) 0.020(0.00990.038) 0.021(0.011,0.038)
100 0.49 (0.33,0.66) 0.49(0.32,0.65) 0.50(0.33,0.67)
101 0.30(0.095,0.58) 0.30(0.0980.59) 0.31(0.0980.58)
110 0.080(0.0180.22) 0.079(0.017,0.22) 0.079(0.0180.22)
AVEgj  0.61(0.36,0.78) 0.61(0.36,0.78) 0.61(0.36,0.77)
AVE(; —0.21(—0.94,0.29) —0.15(-0.980.31) —0.21(~1.0,0.28
AVEgp  0.38(—0.320.81) 0.37(~0.35,0.80) 0.38(-0.30,0.81)
AVE|p 0.84(0.53,0.96) 0.83(0.52,0.96) 0.84 (0.54,0.96)
AVEgq  0.77(0.420.93 0.76(0.42,0.93) 0.76(0.43,0.93)
AVE|qg  0.80(0.38,0.96) 0.81(0.39,0.96) 0.81(0.37,0.96)
Oage 1.07(0.64,1.87) 1.06(0.64,1.86) 1.04(0.64,1.76)
PAge 1.05(0.64,1.69) 1.04(0.621.77) 1.05(0.63,1.70)

Table S4.Analysis of sensitivity of posterior estimates to the pdistributions by changing a subset of priors while
keeping other priors flat. The new prior mode for each paramiet this subset corresponds to tagh percentile of
the posterior distribution based on the flat prior. Estinmige presented as Mediggso, Cs-

Parameters for which priors are changed

Parameter Standard yo andy;2 a0, ag1 andaqg® Orx andgry®

70 0.00046(0.000060.0017 ~ 0.00091(0.000330.0022  0.00046(0.000070.0017  0.00044(0.000060.0017)
71 0.021(0.011,0.038 0.029(0.019,0.044) 0.020(0.011,0.036) 0.016(0.00900.029
100 0.49(0.33,0.66) 0.48(0.32,0.64 0.54(0.42,0.65) 0.50(0.34,0.67)

n01 0.30(0.095,0.58) 0.30(0.10,0.58) 0.45(0.24,0.67) 0.30(0.097,0.59

110 0.080(0.0180.22) 0.078(0.0160.22) 0.13(0.055,0.26) 0.079(0.017,0.22)
AVEg;  0.61(0.36,0.79) 0.63(0.39,0.79 0.61(0.36,0.78) 0.50(0.30,0.65)
AVE; —0.21(—0.94,0.29) —0.066(-0.73,0.36) —0.21(_0.97,0.26) —0.53(-1.13-0.079
AVEgp  0.38(—0.32081) 0.37(-0.36,0.80) 0.17(-0.27,0.53 0.40(-0.29,0.81)
AVE|p  0.84(0.530.96) 0.84(0.53,0.97) 0.76(0.52,0.90) 0.84(0.54,0.97)
AVEgq  0.77(0.42,0.93 0.77(0.44,0.93 0.68(0.39,0.85) 0.70(0.31,0.91)
AVE|q  0.80(0.380.96) 0.83(0.44,0.97) 0.70(0.32,0.89) 0.76 (0.26,0.95)

Oage 1.07 (0.64,1.87) 0.83(0.55,1.26) 1.06 (0.66,1.79) 1.05(0.64,1.75
PAge 1.05(0.64,1.69 0.91 (0.56,1.45 1.06 (0.67,1.74) 1.13(0.70,1.81)

a: i (g) = 109(0.0019% 0,832 for yo and 10g0.0408 o,324 for y1.
b: 1(5) = 0.8020.357) for ago, 0.7640.724) for a1 and—0.825¢,.7g6 ¢10-
C: ft(g) = 109(0.713) (0,269 for Orx, 109(2.09% (0.26) for #rx-
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