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The desideratum of the experimental
analysis of behavior can be summarized
simply—to explain the relationships
among behavior and its controlling vari-
ables. This task was inaugurated in 1938
when Skinner published his Behavior of
Organisms. Since then, thousands of op-
erant experiments and classroom/labo-
ratory demonstrations using nonhuman
animal subjects have testified to the pow-
er of the contingencies of reinforcement
in controlling behavior (e.g., Ferster &
Skinner, 1957). Indeed, the basic prin-
ciples of shaping, reinforcement, punish-
ment, and extinction were each discov-
ered by carefully observing rats pressing
levers and pigeons pecking translucent
disks in highly controlled laboratory en-
vironments.

Baron, Perone, and Galizio now pose
the question of whether these principles
can explain human behavior. As they
correctly point out, this old question
originates in Skinner’s conceptual anal-
yses of human behavior (e.g., Skinner,
1953, 1957), although he never attempt-
ed to answer it empirically. Those who
have, though, have found that their re-
sults often do not resemble those typical
of nonhuman animal experiments (for a
review, see Baron & Galizio, 1983; Da-
vey & Cullen, 1988; Weiner, 1983). Such
discrepancies have led many to charge
either that the three-term contingency is
not adequate in explaining human be-
havior or that human action is simply
too complex to be studied in the operant
laboratory. These claims are quickly and
deftly countered by Baron et al., who ar-
gue that correct applications of tradition-
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al steady state operant procedures will
yield the sorts of experimental control
over human behavior necessary to an-
swer the question they pose.

We agree with Baron and his colleagues
that the only way to understand human
behavior is to subject it to a proper and
thoroughgoing experimental analysis. We
also agree that apparent discrepancies be-
tween the behavior of human and non-
human animals under similar reinforce-
ment contingencies are not sufficient
reason for abandoning laboratory re-
search with humans. We wish to amplify
two important points that Baron et al.
offered in defending their position and
add a point of our own to their discus-
sion. First, the view that humans are fun-
damentally different from nonhumans
fuels the argument that the laws that gov-
ern human behavior must be different
from those that govern nonhuman ani-
mal behavior. This position ignores the
work of Darwin and evolutionary biol-
ogists to our understanding of life. Sec-
ond, operant researchers have largely
ignored the contributions of extra-exper-
imental contingencies to human labora-
tory performance. Failure to consider the
milieu in which human operant research
is conducted ignores a powerful set of
variables that likely interacts with ex-
perimental contingencies in determining
within-session behavior. Third, the tra-
ditional “human Skinner box” is insuf-
ficient to study the social variables of
which so much of our behavior is a func-
tion. Each of these points is addressed
below.

CONTINUITY OR DISCONTINUITY
OF SPECIES?

The basic principles of reinforcement
have been demonstrated in every mam-
mal and bird on which they have been
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studied and have been replicated in fish,
octopi, and crabs (Abramson & Fein-
man, 1987; Dews, 1959; Marcucella &
Abramson, 1978). Other observations,
such as “schedule-typical” patterns of re-
sponding, have more limited applicabil-
ity: they have only been identified in ev-
ery bird and nonhuman mammal studied.
Such interspecies generality is truly im-
pressive and unusual in psychology.
Therefore, when a single species behav-
ing under poorly controlled conditions
fails to respond as other species do under
more highly controlled conditions, we
should be extremely reluctant to attribute
uniqueness to that species, even if it is
human.

The willingness to reject a corpus of
research findings from the animal labo-
ratory is especially puzzling when viewed
against an eagerness among many exper-
imental psychologists (and some behav-
ior analysts) to accept computer models
of behavior. Just as we should be reluc-
tant to ignore principles derived from the
study of animals, we should also temper
our enthusiasm for silicon-based devices
that do not even demonstrate patterns of
responding seen in carbon-based species!
For example, not even neural networks
have emitted the rich subtleties of fixed-
interval responding so eloquently de-
scribed by Gentry and his colleagues
(Gentry, Weiss, & Laties, 1983).

The challenge that schedule-typical be-
havior appears in humans (or computer
models) might be confused with a chal-
lenge that more fundamental principles
of conditioning appear. The two chal-
lenges should be distinguished. The FI
pattern of responding is not a principle
but is probably a confluence of principles
that are manifested in ways that are now
dimly understood. That FI behavior pat-
terns sometimes fail to appear in humans
is not grounds to disregard a huge and
impressive animal literature when re-
garding human behavior. However, such
failures are grounds for investigating this
fascinating schedule further. If more ba-
sic principles, such as the three-term con-
tingency, do not appear to control human
behavior, then, and only then, should we
become very concerned.
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How are we to make sense of those
discrepancies that exist between human
and nonhuman animal behavior? One
strategy is to make the conditions under
which the investigation of humans is
conducted more like those involved in
experiments with other animals. Using
this strategy, an investigator would in-
troduce to human experiments the same
rigor and care that has contributed to the
discovery of the principles of behavior
with nonhuman animal subjects. Baron
and his colleagues make an impressive
case for this strategy.

An alternative strategy to reproducing
the precise behavior control present in
experiments with nonhumans might be
to study with nonhumans those difficul-
ties that plague human experimentation.
As Baron et al. point out, these “prob-
lems” may represent important vari-
ables. If one thinks that the problem is
that the baseline is too short and unsta-
ble, then experimentally analyze the role
of the stability of the baseline and the
time spent on it with both kinds of sub-
jects. If programmed consequences do not
adequately compete with uncontrolled
extra-experimental contingencies, then
experimentally analyze similar settings
using nonhuman subjects. If humans do
not display FI-like behavior because of
the presence of a clock (or the opportu-
nity to count seconds) or because of a
long and varied history in which speed
of responding is important, then subject
these variables to experimental analysis
into the nonhuman laboratory.

Thus, two experimental strategies
might be described. One might be
summed up as “Identify those conditions
under which humans behave like other
animals.” The other might be summa-
rized as “Identify those conditions under
which other animals behave like hu-
mans.” Both should be useful in isolating
those variables that control behavior, and
in revealing actual discrepancies. A sim-
ple and widely known example illustrates
the second strategy. FI schedules some-
times maintain very low response rates
in humans, and this might be regarded
as specific to human FI performance (but
see Newland & Weiss, 1990, for such a
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pattern in a cebus monkey). In humans
these low rates have been attributed to
the role of a “clock” controlling subjects’
behavior (e.g., Lowe, 1979). Such a clock
could be public, such as watch, or pri-
vate, such as counting. However, this
reasonable explanation is not limited to
humans, it could be applied to other spe-
cies (Ferster & Skinner, 1957; Laties &
Weiss, 1966).

There are important questions to be
asked about human behavior. But often
these questions are preceded by querying
whether the principles of behavior dis-
covered with nonhuman species are even
pertinent to human behavior, as was
pointed out by Baron et al. This is an
indictment of our science. The authors
are not to be faulted for asking the ques-
tion; they are under appropriate control
of their audience. But consider the im-
plications of such a query. Do humans
emit behavior that is not operant? Is the
three-term contingency irrelevant to hu-
man behavior? There are “comprehen-
sive accounts” of human behavior that
ignore the immense data base found in
the nonhuman animal literature. The list
is too long to describe here, but as an
example, try to locate references to Reyn-
olds’ (1961) powerful account of “atten-
tion” in the massive cognitive literature
on that topic. That psychologists can
maintain, and sometimes even boast of,
ignorance of the nonhuman animal lit-
erature is scandalous because it neglects
a sound empirical literature and sets hu-
mans apart from other members of the
animal kingdom. We see no reason, at
least presently, to claim that human be-
havior is qualitatively different, in either
its origins or function, from that of other
animals.

IMPORTANCE OF
EXTRA-EXPERIMENTAL
CONTINGENCIES AND
SOCIAL BEHAVIOR

In some respects comparing human and
nonhuman performance under schedules
of reinforcement might be misleading.
While evolutionary continuity across
species suggests that human and non-
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human behavior might be similar under
similar conditions, an examination of en-
vironmental variables could lead to dif-
ferent conclusions. A species’ evolution
does not occur independently of its eco-
logical niche. Simply put, the context in
which humans and nonhumans live and
participate in operant experiments varies
considerably. Most human operant re-
search ignores the role of extra-experi-
mental differences in controlling within-
session behavior of their subjects, and
most researchers who use nonhuman an-
imals do everything they can to eliminate
or control these differences. Consider the
behavior of a rat and a human under the
same schedule of positive reinforcement
in their respective operant chambers. The
rat is likely to be food-deprived and its
behavior results in the delivery of food.
The human is not similarly deprived of
the reinforcer serving as the consequence
for responding (most likely either points
on a computer screen or points exchange-
able for relatively small amounts of mon-
ey). Different states of deprivation are
likely to exert powerful control over the
behavior of both species, even under
similar schedules (e.g., Dardano, 1973;
see also Skinner, 1953).

The significance of the reinforcer for
the behaving organism must influence
behavior in the experiment. For rats, be-
having in the operant chamber produces
the food necessary for its survival (al-
though outside the experiment it is likely
to be fed enough to maintain its reduced
weight). For humans, behaving in the op-
erant chamber satisfies a course require-
ment, earns extra credit, or a few bucks
for pizza and beer. Human subjects in
our laboratory have been known to com-
plain of boredom; on two occasions, we
have even found subjects asleep in the
operant chamber! Clearly, the extra-ex-
perimental variables controlling human
responding are different from those con-
trolling nonhuman responding. Perhaps
an example will make this point clearer.

Several years ago, one of us (WB) con-
ducted an experiment in which peanuts
were delivered to humans according to a
FI 27 s schedule. One subject always re-
sponded at a very low rate, about one
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response per reinforcer. Then, one day,
she produced a scalloped response pat-
tern that resembled that of a rat on an
intermediate FI schedule. On the next
day, though, her responding reverted to
its typical low rate. When the study was
over, I asked her why she responded
differently on that one day. She told me
that she had to hurry to an appointment
immediately after the session, and that
by responding ‘“faster about half-way
through the time between peanuts, she
could produce them quicker.” This led
to the idea that perhaps instructions could
be used to simulate different kinds of ex-
tra-experimental conditions that could
potentially affect a subject’s within-ses-
sion behavior. H. L. Miller and I de-
signed an experiment to investigate this
possibility and found that subjects’ be-
havior could be powerfully altered by such
instructions (Buskist & Miller, 1981).

Such extra-experimental variables are
likely to modulate the control that with-
in-session reinforcers exert over human
behavior. In many human operant ex-
periments, we cannot be sure that the
programmed consequences are indeed
reinforcers (cf. Galizio & Buskist, 1988).
For that reason alone, studies of rein-
forcement schedules with humans, par-
ticularly those that clearly show the re-
inforcing properties of programmed
consequences, are necessary and should
be welcomed. Selecting reinforcement
procedures and arranging experimental
contingencies with humans cannot be
based on analogous procedures used with
nonhuman animal subjects because too
many extra-experimental factors miti-
gate against the effectiveness of within-
session reinforcers. Instead of attempting
to eliminate or control such variables,
they should be isolated and studied sys-
tematically.

Much, if not most, human behavior is
under the control of socially-mediated
reinforcement (as is nonhuman primate
behavior), and the science of behavior
will be incomplete until the variables that
govern social interactions are studied
thoroughly. Studying one individual as
he or she responds independently of oth-
ers, regardless of the rigor of the meth-
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odology, is unlikely to provide an ade-
quate account of social influence. So far,
though, relatively few behavior-analytic
studies of social behavior have been con-
ducted (e.g., Buskist & Morgan, 1987,
Hake, Vukelich, & Olvera, 1975; Peffer-
Smith, Smith, & Byrd, 1983; Schmitt,
1976). The reason for this appears two-
fold. First, experimental analysts study
behavior the way they do because they
have been trained to study repetitive and
easily emitted behavior. But such behav-
ior is not representative of the dynamic
nature of social action. While evolution-
ary and operant principles of selection
are present in both leverpressing and so-
cial interactions, the particulars are likely
to be very different. It is in these partic-
ulars that important principles may lie.

Second, the standard operant chamber
does not lend itself easily to studying the
codependent behavior of two or more or-
ganisms, although some sorts of social
interaction can be studied with appro-
priate modifications of the chamber, such
as linking two chambers together (e.g.,
Buskist & Morgan, 1987). An infatuation
with the operant chamber may exert un-
due influence on our view of behavior
and its causes. If behavior is of the type
that cannot be studied easily in the op-
erant chamber, as is much human social
behavior, it too often goes unstudied, and
we can only speculate about its control-
ling variables (usually by merely renam-
ing it and its context with behavioral
terms). As Baron and his colleagues sug-
gest, such linguistic sleight of hand con-
tributes little to our understanding of be-
havior.

We are confident that our principles
are adequate to the task of explaining hu-
man action; but the medium in which we
study human action is inadequate to show
us how those principles do, in fact, op-
erate. What is badly needed is an alter-
native to the standard operant chamber
and clever modifications of it for study-
ing human action. Until such innova-
tions are created and tested, we are likely
to remain ignorant of many determinants
of our behavior.

The strategic shift suggested above may
help uncover such determinants. But we
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should also not overlook the contribu-
tions of applied research and nonmanip-
ulative procedures as a starting point for
considering how to study human behav-
ior. One way to understand human ac-
tion is to observe it systematically under
natural conditions. Investigators could
analyze conditional probabilities among
environmental events and individual be-
havior patterns. More careful observa-
tion as it occurs in situ may lead to in-
sightful speculations that can then be
brought into the laboratory for closer and
more controlled scrutiny. Surely, this ap-
proach would be more efficient than
merely speculating about the variables
governing human action. (Speculation is
a poor practice only when substituted for
experimental analysis.)

CONCLUSIONS

We agree with Baron, Perone, and Ga-
lizio that the discrepancy between animal
and human behavior under schedules of
reinforcement is not a valid reason for
abandoning the laboratory study of hu-
man behavior or for excluding the results
from animal studies in developing a the-
ory of human action. That humans do
not always perform the same way as non-
human animals also does not suggest that
behavioral principles do not hold for hu-
man behavior. The discrepancies do rec-
ommend, though, the need for a more
thoroughgoing analysis of human behav-
ior.

As Baron et al. suggest, such analysis
should find its roots in the traditional
steady state methodology that has been
so successful in the study of nonhuman
animal behavior. We suggest that addi-
tional methods may also benefit our un-
derstanding of human behavior. One ap-
proach might be to attempt to produce
human-like behavior in animals by re-
producing conditions in animal experi-
ments that seem problematic in human
experiments. We also suggest that the op-
erant chamber itself has limited the cre-
ativity of researchers in their quest to un-
derstand human action. The operant
chamber has been and will continue to
be a useful medium in which to study
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behavior, but modifications of it appear
necessary to study the broad range of hu-
man action. We suggest that new and cre-
ative innovations in method are needed
for the study of human action. The work
of Bernstein and Ebbesen (1978), Hake
and his colleagues (e.g., Hake et al., 1975),
Schmitt (1976), and Buskist and Morgan
(1987) provide promising starting points
from which even more innovative ap-
proaches to studying human behavior
may be derived.

Baron et al. are correct in calling for
more thorough experimental analyses of
human behavior. Speculation alone is in-
sufficient. Empirical work must be ac-
complished and Baron et al.’s call is tes-
timony to the appreciation of the powerful
principles of behavior that have been dis-
covered in research with nonhuman an-
imals. It would be truly astonishing if
these principles did not hold for humans,
too. It would be even more astonishing
if new principles that applied to the be-
havior of all animal species were not dis-
covered. We are still relatively new at
studying behavior and have much to
learn. We need to continue to study it
carefully, creatively, and with the most
efficient methods.
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