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Tutorial

Stimulus Control: Part 1

James A. Dinsmoor
Indiana University

In his effort to distinguish operant from respondent conditioning, Skinner stressed the lack of an
eliciting stimulus and rejected the prevailing stereotype of Pavlovian ‘‘stimulus—response’ psy-
chology. But control by antecedent stimuli, whether classified as conditional or discriminative, is
ubiquitous in the natural setting. With both respondent and operant behavior, symmetrical gradients
of generalization along unrelated dimensions may be obtained following differential reinforcement
in the presence and the absence of the stimulus. The slopes of these gradients serve as measures
of stimulus control, and they can be steepened without applying differential reinforcement to any
two points along the test dimension. Increases and decreases in stimulus control occur under the
same conditions as those leading to increases and decreases in observing responses, indicating that
it is the increasing frequency and duration of observation (and perhaps also of attention) that pro-
duces the separation in performances during discrimination learning.
Key words: stimulus, discrimination, generalization, gradients, observing

In the analysis of behavior, a great solution of acid. No prior training was
deal of emphasis has been placed on necessary. Because few special condi-
the control of responding by stimuli tions or restrictions seemed to be at-
that follow the response (e.g., reinforc- tached to this method of eliciting sali-
ing stimuli), but comparatively little at- vation, Pavlov referred to the stimulus
tention has been given to control by as an unconditional stimulus, the re-
stimuli that precede the response (e.g., sponse to that stimulus as an uncondi-
discriminative stimuli). Control by tional response, and the relation be-
stimuli that are already present before tween the two as an unconditional re-
the response occurs plays a much more flex.

significant role in everyday life than it When some other stimulus, like a
is currently accorded in our research or light or a tone, was repeatedly present-
even in our textbooks. ed shortly before the meat powder, the

It may be that the neglect of this top- dog began to salivate to the new stim-
ic can be traced back to Skinner’s ef- ulus prior to the delivery of the food.
forts to distinguish between the type of As the effectiveness of this stimulus
conditioning that he had begun to was conditional upon the pairing pro-
study in the laboratory and the older cedure, Pavlov called the new stimulus
type that had previously been studied a conditional stimulus, the new re-
by Pavlov (Skinner, 1937, 1938). sponse a conditional response, and the
When a dog was to be trained to sali- new reflex a conditional reflex. (In En-
vate to a conditional stimulus, as in glish translations, the words ‘‘condi-
Pavlov’s laboratory (Pavlov, 1927/ tioned” and ‘“‘unconditioned’ have of-
1960), the response was already under ten been used, but the original meaning
a form of stimulus control. In a hungry is clear; see Pavlov, 1927/1960, p. 5.)
dog, salivation could regularly and re- Furthermore, because in this type of
liably be induced by presenting some conditioning the food was paired with
dried biscuit or meat powder or a mild a stimulus, Skinner gave it the label

Type S conditioning.

Send correspondence to James Dinsmoor, De- When “.V.Vas bar pressing that was
partment of Psychology, Indiana University, (O be conditioned, however, there was
Bloomington, Indiana 47405. no unconditional stimulus available to
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elicit the response. Insertion of the lev-
er into the animal’s chamber was a nec-
essary but not a sufficient condition for
pressing to occur. The experimenter
had to wait for the animal to perform
the desired action before the pellet of
food could be delivered as a reinforcer.
Because in this case the food was
paired with a response, Skinner called
it Type R conditioning.

Skinner also distinguished two types
of behavior that corresponded to the
two types of conditioning. Obviously,
Pavlov’s procedure could be applied
only to behavior that could be elicited,
prior to the training, by a specific stim-
ulus. Because it occurred in response
to a stimulus, Skinner called this type
of behavior respondent. But for behav-
ior like bar pressing, no equivalent
stimulus could be found. Because it
operated on the surrounding environ-
ment to produce the reinforcing con-
sequence, he called this form of behav-
ior operant. At the beginning of train-
ing, then, respondent behavior was
characterized by an eliciting stimulus
and operant behavior by its absence.
During the initial process of condition-
ing, the only stimulus that seemed to
be of any importance for operant be-
havior was the one that came after the
response and caused it to be repeated
on future occasions (reinforcing stim-
ulus).

Although contemporary evidence
suggests that Pavlovian conditioning is
broad in its application and complex in
its functional relations (e.g., Rescorla,
1988), this was not commonly recog-
nized in the early years of Skinner’s
work. Perhaps it was to contrast his
views with the prevailing stereotype of
Pavlovian conditioning and to insulate
himself against the charge of adopting
an overly atomistic approach that Skin-
ner rejected the label of a stimulus—re-
sponse psychologist. In his later writ-
ings he continued to stress the rele-
vance of other factors to operant be-
havior and to downplay the importance
of the stimulus (e.g., preface to the
1966 printing of The Behavior of Or-
ganisms).

Nonetheless, even in the 1937 paper
on the two types of conditioning he
found it necessary to note that “‘it is
the nature of [operant] behavior ...”
that after the initial conditioning ‘‘dis-
criminative stimuli are practically in-
evitable” (1972, p. 491). And in a nat-
ural setting stimulus control is always
present. It can be seen at any time,
anywhere we look. All behavior is un-
der the exquisitely detailed control of
surrounding stimuli, some impinging
from outside the organism, others aris-
ing from within its boundaries.

Although it is not always obvious in
the way we talk and write about the
subject, behavior does not occur as
random strings of unrelated responses
but in organized sequences, called
chains, in which each successive re-
sponse produces the stimuli, internal or
external, that determine what comes
next. And when the time arrives to ini-
tiate a new sequence of behavior, that,
too, is signaled by a change in stimulus
conditions.

If we were to monitor the stream of
behavior issuing from a single individ-
ual, moment by moment throughout
the day, control by antecedent stimuli
would be much easier to identify than
control by the organism’s history of re-
inforcement. One form of control lies
in the present, the other in the past.
Another way of describing the relation
between the two forms of control is to
say that stimulus control is a transmis-
sion device: It is nature’s way of bring-
ing past reinforcement to bear on cur-
rent behavior. To highlight the point
one more time, ask yourself how you
would arrange for someone seated next
to you to pass the salt. Would you re-
inforce successive approximations, or
would you present an appropriate stim-
ulus?

DISCRIMINATION TRAINING

Although Skinner was not the first
person to study the formation of a dis-
crimination, it was his work, more than
that of any other person, that brought
the process into experimental focus.
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The beauty of Skinner’s approach lay
in its simplicity. He stripped the pro-
cess of discrimination down to its bare
essentials. The minimum requirements
were two stimuli, so that there was
some difference to discriminate, and a
single response, which could vary in
its probability or some other character-
istic. In his initial experiment, Skinner
(1933, 1938) turned on a light inside
the conditioning chamber and waited
for the rat to press the lever. When it
did so, Skinner reinforced the response
by delivering a pellet of food. Next, he
turned the light off for 5 min, during
which time no more presses were re-
inforced. The cycle was then repeated,
with reinforcement of a single response
each time the light was turned on and
subsequent extinction in the dark.
Eventually, the rat was observed to
press the bar promptly whenever the
light came on but not to press very of-
ten when the light was not there. To
demonstrate that the relation between
the stimulus and the response was a
product of the experimental contingen-
cies and not of some intrinsic connec-
tion between a particular stimulus and
the pressing response, Skinner also
trained some of his animals on the re-
verse discrimination, reinforcing the
pressing that occurred in the dark but
not the pressing that occurred in the
light. In accord with this reversal of the
relation between stimulus and reinforc-
er, the rats learned to press the lever
when in the dark but not when in the
presence of the light.

Discrimination in Applied Settings

To develop the ability to apply these
concepts to new situations, it is nec-
essary to put aside the concrete stimuli
and responses used in the conditioning
laboratory and to concentrate on some-
thing more abstract, the pattern of
events. It is the relations among the
stimuli and the responses that define
concepts like discrimination training,
observing, and stimulus generalization.
The process of learning to identify
these patterns in new settings may be

facilitated by the consideration of some
illustrative examples.

In 1941, when the United States en-
tered World War II, the Army Signal
Corps was faced with the task of train-
ing a large number of new recruits as
quickly as possible to receive and to
send messages in Morse code. That is,
the trainees had to learn to transcribe
sequences of long and short auditory
signals (commonly represented in print
by dashes and dots) into letters of the
alphabet and to produce such sequenc-
es by operating a switching device.
Called upon to devise an efficient
training program, Fred S. Keller, him-
self a former telegrapher, recognized
that learning to read the incoming sig-
nals was a problem in discrimination
training. Ultimately, the trainees had to
respond rapidly and accurately to a
number of auditory patterns that
sounded very much alike to the un-
trained ear. He proposed a technique
known as the ‘‘code-voice method”
(Keller, 1943), which was based di-
rectly on the procedure Skinner had
used with the albino rat.

Up to that time, telegraph and radio-
telegraph operators had begun their
learning of Morse code by memorizing
the alphabetical equivalents of the se-
quences of dashes and dots published
in visual form, but Keller suspected
that this form of training did little to
help the learner discriminate among
the different patterns of sound. He be-
gan immediately with the stimuli to be
discriminated.

As is common when laboratory pro-
cedures developed with other animals
are adapted for our highly verbal spe-
cies, Keller trained his students on a
number of responses (i.e., a number of
different letters of the alphabet) at the
same time. After a given signal had
been presented through earphones or
over a loudspeaker system, the trainee
entered his (in those days, the trainees
were all male) best guess as to the let-
ter or digit it represented in a row of
boxes on a standardized answer sheet.
Shortly afterward, the instructor pre-
sented the correct response, coded as



54

Able, Baker, Charlie, and so on. If the
correct answer matched what the train-
ee had just written down, the fact that
his response was correct presumably
reinforced that response. Note that this
was an immediate reinforcement, act-
ing upon a specific response to a spe-
cific signal, as contrasted with the usu-
al educational practice of posting an
overall score, which does not pinpoint
individual stimuli or individual re-
sponses, on the following day.

If the trainee had not been able to
come up with the correct answer, he
now entered it in a second row of box-
es, below that reserved for his original
responses. In this case, it still provided
a prompt that might help him on the
next presentation of the same signal.
(This effect was not suggested by Skin-
ner’s work but nevertheless appears to
have empirical support, at least for
brief intervals between prompt and
test; Buchwald, 1969.)

From learning to translate sequences
of long and short sounds into letters of
the alphabet, it is but a short jump con-
ceptually to learning to translate print-
ed letters and groups of letters into the
sounds of speech. By the time we be-
gin learning to read, most of us are fac-
ile speakers of our native tongue; that
is, the responses are well established,
and all that is needed is to place these
responses under the control of the vi-
sual stimuli. Even in English there is a
substantial correspondence between in-
dividual letters and specific phonemes,
so that the learner can often sound out
the complete word, letter by letter, until
the resemblance is recognized between
the assembled fragments and the spo-
ken word. At this stage, the learner
may experience difficulty in distin-
guishing between similar-appearing
letters like b and d or p and q. (*“Mind
your ps and gs.”’)

Training is also given in recognizing
the word as a whole. I can still remem-
ber the difficulty experienced by my
elder son, who was trained exclusively
by the whole word method, when the
word “‘jump” appeared for the first
time at the beginning of a sentence.

JAMES A. DINSMOOR

Because the word began with a prom-
inent capital J, he identified it as the
only word he had previously seen with
such a configuration, the proper name
“Jack.”

At a higher level of complexity, re-
sponding in accord with verbal instruc-
tions is also an example of the control
of behavior by discriminative stimuli.
The pigeon can readily learn this skill
at an elementary level if pecking is re-
inforced in the presence of the stimulus
“peck’ displayed on the key but is not
reinforced in the presence of the stim-
ulus ‘““don’t peck.” In applied situa-
tions, a series of stimuli may be em-
ployed to guide a sequence of re-
sponses. Or verbs and grammatical ob-
jects, for example, may be presented in
novel combinations, leading to the pro-
duction of novel patterns of behavior.
This transfer of actions to different ob-
jects and similar features of human
verbal behavior may underlie the in-
tuitive distinction the beginning stu-
dent is apt to draw between ‘‘under-
standing” the instructions in the hu-
man case and ‘‘simple conditioning”
in the case of the pigeon. But funda-
mentally, both illustrate the same pro-
cess.

Intermittent Reinforcement in
Discrimination Training

Skinner’s technique for studying the
formation of a discrimination provided
a useful model for things that happen
in a natural setting, but from a techni-
cal point of view it left something to
be desired. When the behavior in the
presence of the positive stimulus was
measured in terms of the time that it
took before the rat pressed the lever
(latency) and the behavior in the pres-
ence of the negative stimulus was mea-
sured in terms of the slope of the cu-
mulative record (rate of pressing),
there was no way to compare the sub-
ject’s reactions to the two stimuli.
Without a common measure, there was
no way to calculate a single index that
could express the relation between the
two performances as the discrimination
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developed. Even a rate of responding
in the positive stimulus would not be
very revealing if obtained under con-
tinuous reinforcement, because it
would be determined mainly by the
time required by the animal to con-
sume the successive pellets of food. To
provide a rate that could be compared
with the rate in the presence of the neg-
ative stimulus, it was necessary to re-
sort to an intermittent schedule of re-
inforcement (Dinsmoor, 1951). Then,
by dividing the positive rate by the
sum of the two rates, for example, an
index could be calculated that would
be independent of variations in the
overall level of activity (Dinsmoor,
1952). Intermittent reinforcement also
produced a response that persisted for
a long time without further reinforce-
ment, making it useful for comparisons
of the subject’s response to different
values along some stimulus dimension,
as in studies of generalization (Gutt-
man & Kalish, 1956). From the time of
these experiments, most studies of
stimulus control have used alternating
periods of variable-interval reinforce-
ment in the presence of one stimulus
and nonreinforcement in the presence
of the other.

Respondent Conditioning as a
Form of Discrimination Training

There is a close and interesting par-
allel between the procedure Pavlov
used to train his dogs to salivate to a
conditional stimulus and the procedure
Skinner used to train his rats to form a
discrimination. First, consider Skin-
ner’s procedure. A light (or some other
stimulus) is presented. Skinner called
this a discriminative stimulus. The rat
responds by pressing the lever. Next, a
pellet of food is delivered as a rein-
forcer. Then a much longer period fol-
lows, in which the positive stimulus is
absent and there are no more deliveries
of food. Skinner treated this period as
one of negative stimulation and the dif-
ference in the rat’s behavior as an in-
dication of its discrimination between
the two stimuli.

Now consider the procedure used in
Pavlov’s laboratory. A light (or other
stimulus) is presented. Pavlov called
this a conditional stimulus (CS), but it
bears the same relation to the overall
pattern of events as Skinner’s discrim-
inative stimulus. The dog responds by
salivating. Next, food is delivered as an
unconditional stimulus (the reinforcing
agent in this type of conditioning).
Then a much longer period follows, in
which the conditional stimulus is ab-
sent and no more food is delivered.
Pavlov treated this period simply as an
interval of time between successive
presentations of the conditional stimu-
lus, but clearly it is the same thing that
Skinner treated as a period of negative
stimulation. Given the basic difference
that distinguishes the two types of con-
ditioning—pairing the food with a re-
sponse or pairing it with a stimulus—
the two procedures are as much alike
as they can possibly be. The similarity
is also preserved in more recent work:
The critical difference between auto-
shaping (a very popular Pavlovian pro-
cedure) and operant discrimination
training based on an intermittent
schedule is that in the operant case
pecking is required in the presence of
the positive stimulus to produce a de-
livery of the grain, whereas in auto-
shaping the grain is delivered at the
end of the stimulus period, regardless
of whether any pecking has occurred.
The conclusion seems inescapable that
conventional Pavlovian conditioning
procedures are necessarily and inher-
ently to be categorized as forms of dis-
crimination training.

It is not easy to illustrate the differ-
ential performance that develops under
standard Pavlovian conditioning pro-
cedures, because experimenters work-
ing with those procedures do not or-
dinarily record the behavior of their
subjects in the absence of the condi-
tional stimulus. Like Pavlov, they view
that part of the experimental routine
simply as an interval between trials
and take it for granted that nothing of
any consequence is happening there.
But Pavlov himself noted that
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when conditioned reflexes are being established
in dogs for the first time, it is found that the
whole experimental environment, beginning
with the introduction of the dog to the experi-
mental room, acquires at first conditioned prop-
erties. . . . Later on, when the special reflex to a
single definite and constant stimulus has ap-
peared, all the other elements of the environment
gradually lose their special conditioned signifi-
cance. (Pavlov, 1927/1960, p. 115)

Moreover, some quantitative data
showing the formation of a discrimi-
nation between the presence and the
absence of the CS have been made
available in a study conducted by Mil-
lenson and Dent (1971). With the tech-
nique known as conditioned suppres-
sion, a baseline rate of pressing a lever
or pecking a key is maintained by a
variable-interval schedule of nutritive
reinforcement. The unconditional stim-
ulus is a brief pulse of electric shock
applied at the end of a period of ex-
posure to a light or a tone, for example,
and the reaction that is monitored (con-
ditional response) is a reduction in the
rate of pressing the lever or pecking
the key in the presence of the light or
the tone (CS). To measure this reduc-
tion, the experimenter compares the
rate in the presence of the conditional
stimulus with the rate during some
control period, which is necessarily a
period when the conditional stimulus is
not present. Usually it is only some
quantitative relation between the two
rates (suppression ratio) that is report-
ed as an index to the progress of the
conditioning. In the Millenson and
Dent study, however, the authors
tracked the absolute rates for both
stimuli, independently, for 80 sessions
of training. Their Figure 1 (p. 129; re-
produced here) shows that when the
electric shock was first applied, both
rates immediately dropped to much
lower levels, but as training continued,
the rate in the absence of the CS re-
covered, until it was substantially high-

er than the rate in the presence of the
CS.

The divergence between the two
rates plotted in this study provides an
excellent illustration of the develop-
ment of discriminative control during
Pavlovian conditioning. Furthermore,
the mere fact that the rate of respond-
ing in the presence of the CS has been
reduced, in relation to the control rate,
indicates that a similar discrimination
has occurred in other studies of con-
ditioned suppression. The suppression
ratio used in these studies to monitor
the level of conditioning is in effect an
index to the progress of the discrimi-
nation, and the conditional stimulus is
a discriminative stimulus. Notwith-
standing Skinner’s references to ‘‘elic-
iting”’ in the one case and ‘‘setting the
occasion” in the other, the only dis-
tinction seems to lie in the type of be-
havior they control. (For a related dis-
cussion, see Hearst, 1975.)

STIMULUS GENERALIZATION

One of the most important of the ob-
servations coming out of Pavlov’s lab-
oratory was the discovery that when a
tactile stimulus had been used as the
CS, application of that same stimulus
to other places on the dog’s anatomy
also elicited a certain amount of sali-
vation. In addition, Pavlov noted that
the nearer this stimulation was to the
site of the original CS, the greater was
the amount of salivation that was ob-
tained. Or, as another example, “If a
tone of 1000 d.v. [Hz] is established as
a conditioned stimulus, many other
tones spontaneously acquire similar
properties, such properties diminishing
proportionally to the intervals of these
tones from the one of 1000 d.v.”” (Pav-
lov, 1927/1960, p. 113). This decline
in the magnitude of the response with
increases in the physical difference

Figure 1.

-

For each of 3 rats, daily rates of pressing in the presence and the absence of a conditional

stimulus ending with electric shock. (Reproduced from Millenson & Dent, 1971, copyright Erl-

baum.)
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from the original stimulus—or increase
in magnitude with decreases in the
physical difference—is what is meant
by the gradient of generalization. The
greater the similarity (closer along the
physical dimension), the greater the re-
sponse; the less the similarity (farther
along the physical dimension), the
smaller the response. Indeed, other
things being equal, the degree of gen-
eralization between two stimuli may
serve as a quantitative index to their
similarity.

Gradients of generalization may also
be obtained following operant discrim-
ination training. Using a design that
began, like Pavlov’s, with a discrimi-
nation between the presence and the
absence of a tone, Jenkins and Harri-
son (1960) reinforced key pecking on
a variable-interval schedule during ex-
posures to a frequency of 1000 Hz; be-
tween exposures, they extinguished
pecking. Later, they conducted test ses-
sions in which tones of seven different
frequencies were presented without
further reinforcement. The seven tones
were presented a number of times,
each time in a different order, so that
no one tone was favored over any other
by being tested early in extinction,
while the response was still strong,
rather than late in extinction, when it
was relatively weak. All tones were
tested equally often and for equal pe-
riods of time.

The result (Figure 2) was that Jen-
kins and Harrison’s birds pecked most
often to the original training tone of
1000 Hz, next most often to 670 and
1500 Hz, the tones closest on either
side to the training tone, relatively little
to 450 and 2250 Hz, and still less to
300 and 3500 Hz, the tones farthest
from the training stimulus. (They
pecked the least frequently when no
tone at all was presented, because that
was the negative stimulus in the dis-
crimination training.) It is obvious that
the rate of pecking by these birds was
a function of the frequency of the tone.
Colloquially speaking, the frequency
made a difference. In this sense, the
birds’ behavior might be said to have
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Figure 2. Gradients of generalization along the
frequency dimension for each of 5 pigeons, fol-
lowing reinforcement in the presence of a tone
of 1000 Hz and nonreinforcement during periods
of silence. (Reproduced from Jenkins & Harri-
son, 1960, copyright American Psychological
Association.)

come under the control of that feature
of the stimulus.

Gradients of Generalization as a
Measure of Control

Pavlov thought of stimulus general-
ization as an active process that ex-
tended the tendency to salivate from
the original conditional stimulus to
other stimuli, never before encountered
by the animal, in proportion to their
similarity to that stimulus. He even
proposed a physiological basis for the
behavior he observed: The excitation
of the nerve cells, he argued, must
travel from its point of origin across
the cerebral cortex in much the same
manner that ripples travel across the
surface of a pond when a stone is
dropped into it. Viewed from this per-
spective, stimulus generalization is an
underlying process that generates a
great variety of other phenomena. It
has been used, for example, to account
for transference in psychoanalytic ther-
apy, visceral or muscular reactions to
scenes from television or the movies
(e.g., of someone teetering on the ledge
of a tall building), addressing a daugh-
ter by the name of a younger sister, the
origins of various phobic reactions, and
so on. It may be preferable, however,
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to think of these phenomena simply as
illustrations of incomplete discrimina-
tion, rather than as the products of
some internal process. A favorite illus-
tration is the printed stimulus recieve,
which in many readers will evoke the
subvocal response ‘‘receive.”

Clearly, generalization and discrim-
ination are opposite numbers. As one
increases, the other decreases, and vice
versa. Although the standard textbook
account follows Pavlov’s conception of
generalization, presenting it as the
product of a hypothetical process of
excitation or inhibition spreading from
one stimulus to another, there is no rea-
son to think of the two of them as con-
tending forces battling for control of
the individual’s behavior. It makes
greater sense to think of them as alter-
native descriptions—to think of the
amount of generalization, or more spe-
cifically the slope of the gradient, as an
index to the level of stimulus control
that has been attained at a given point
in the subject’s training. To illustrate
this point, consider what would happen
if a pigeon were surgically deafened.
Because it would have no way of dis-
tinguishing among tones of different
frequency, it would peck at the same
rate in the presence of all of them. The
gradient of generalization would be as
broad as possible (i.e., horizontal in
slope). Similarly, if several different
visual stimuli were presented outside
of the conditioning chamber, so that
the bird could not see them, it would
peck at the same rate, regardless of
which one was present at a given mo-
ment. The maximum amount of gen-
eralization would be recorded, but
there is no reason to conjure up any
kind of internal process to account for
it. A high level of generalization mere-
ly indicates a low level of discrimina-
tion.

Generalization Decreases,
Rather than Increases,
with Training

If food is delivered in the presence
of a stimulus but not in its absence, the

gradient of generalization about that
stimulus becomes narrower, rather than
broader, as the training continues. For
example, Hearst and Koresko (1968)
plotted average gradients for different
groups of pigeons after 2, 4, 7, or 14
days of training. During the training, a
white line was projected from the rear
on an otherwise darkened key for pe-
riods of 30 s, interspersed with periods
of 10 s when nothing was projected on
the key. That is, the entire surface of
the key was dark. During those periods
when the line was displayed, pecking
was reinforced on a variable-interval
schedule, but when the key was com-
pletely dark, no grain was delivered.
Then the birds were tested with lines
of eight different tilts, ranging from the
vertical to the horizontal. After only 2
days of training, a modest amount of
pecking occurred in the presence of
each of the test stimuli, with relatively
little difference among them (Figure
3). The gradient was extremely broad.
After longer periods of training, how-
ever, the number of responses as a
function of position along the tilt di-
mension began to bunch up at the val-
ue used as the positive stimulus and to
drop off more and more steeply toward
the sides. Generalization was decreas-
ing and stimulus control was increas-
ing as the training progressed.
Although there are occasional find-
ings in the literature on stimulus con-
trol that raise questions of interpreta-
tion, the important factor determining
whether gradients of generalization be-
come steeper with continued training
appears to be the presence or absence
of a correlation in time between the
presence of the stimulus and the deliv-
ery of the reinforcer. Differential rein-
forcement with respect to a stimulus
leads to steeper gradients on either side
of that stimulus. Nondifferential rein-
forcement leads to a flattening and
broadening of those gradients. There
are a number of experiments that sup-
port this rule (see Dinsmoor, 1985), but
the most dramatic is the one conducted
by Lyons and Thomas (1967). First the
authors gave their birds a series of ses-
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Figure 3. Mean gradients of generalization for tilt of line displayed on key following 2, 4, 7, or

14 days of training with food deliveries in the presence of a vertical line but no food in its absence.
(Reproduced from Hearst & Koresko, 1968, copyright American Psychological Association.)

sions in which pecking was reinforced
in the presence of green illumination of
the key but was not reinforced in the
presence of a white line on a dark
background. The gradient of general-
ization along the wavelength dimen-
sion became relatively steep. Then the
same birds were given a series of ses-
sions in which the reinforcer was de-
livered without regard to which stim-
ulus was displayed on the key. The
gradient became flatter. The procedure
was alternated four more times, and on
each occasion all of the birds showed
steeper gradients following correlated
reinforcement and shallower gradients
following noncorrelated reinforcement.
By the sign test, six determinations for
each of 9 birds yields such a consistent
result with a chance probability of one
over the 54th power of two.

Observing the Stimulus

Early theories of discrimination
learning (e.g., Skinner, 1938; Spence,
1936) attributed the divergence in per-
formance to successive increments in
strength produced by reinforcement of
the response in the presence of the pos-
itive stimulus and successive decre-
ments produced by extinction in the
presence of the negative stimulus.
They offered no explanation, however,
as to why those increments and dec-
rements did not continue to transfer be-
tween the two stimuli, as they did at
the beginning of training, and they do
not explain why the gradients of gen-
eralization should become steeper in
experiments like those we have just
been considering. After all, although
differential reinforcement was applied
to the presence versus the absence of
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the positive stimulus, it was not ap-
plied to any two points along the test
dimension. Where is the differential
strengthening between those two
points? The only plausible explanation
for the growing difference in response
to different points along the test di-
mension is that under this kind of train-
ing the subject learns to observe (e.g.,
look at) and presumably to attend to
that and similar stimuli.

To repeat a point raised earlier, note
that neither the subject in an experi-
ment nor the ordinary person going
about his or her daily business can dis-
criminate between stimuli with which
he or she has no sensory contact. To
take an extreme case, a person who is
currently located in London cannot re-
act to the color displayed on a traffic
signal located in Tokyo. Similarly,
even if the signal is within the range
of his or her vision, this same person
cannot react to it unless he or she looks
in the right direction to see that signal.
The rays of light never impinge on the
cells of the retina. Accommodation of
the lens may also be necessary to bring
the image into a sharp focus. Reading
glasses or a magnifying device may be
necessary to discriminate fine detail. A
deaf person turns to the speaker to read
the speaker’s lips. In the supermarket,
a shopper cannot judge the flavor of a
newly offered brand of candy or cook-
ies unless he or she is given a sample
to place in his or her mouth. Until then,
the constituent chemicals never reach
the taste buds. To detect the presence
of a herd of wildebeest, the lion sniffs
the wind, bringing the odorous mole-
cules into contact with the sensory
membranes within its nasal passages,
and to detect the approach of the lion,
the wildebeest do the same. A dog ap-
proaches and sniffs the body of a per-
son or another dog. We judge the thick-
ness and texture of a piece of cloth by
rubbing it between two fingers, we de-
tect fever in a child by holding a hand
against his or her forehead, and we
sniff the carton of milk in our refrig-
erator to determine whether it is still
fresh or has become soured. As a col-

lective category, the responses that
bring about these contacts between
stimulus energies and receptor cells are
known, after Wyckoff (1952), as ob-
serving responses.

In the laboratory, the natural observ-
ing responses are difficult to record. In-
strumentation to determine where the
pigeon is looking from moment to mo-
ment would be extremely cumbersome,
and fixing the position of the bird’s
head would interfere with its ability to
peck the key. Experimental contingen-
cies can be set up, however, that permit
other, more readily recorded responses
to mediate the subject’s contact with
the discriminative stimuli. Because
these substitute responses have the
same function as natural observing re-
sponses, they are classified as artificial
observing responses. For purposes of
experimental control, it is desirable
that such responses have no effect on
the scheduling of primary reinforce-
ment, and Wyckoff made this a part of
the standard definition. In his experi-
mental work, Wyckoff (1969) used an
electric circuit controlled by a pedal ly-
ing on the floor of the pigeon’s condi-
tioning chamber. In combination with
other switching circuitry, this circuit
controlled the color displayed on the
key. When the bird stood on the pedal
(observing), the key was either red or
green, depending on whether the
schedule was one of intermittent rein-
forcement or one of no reinforcement;
when the bird was off the pedal (not
observing), however, the key was al-
ways white, regardless of the schedule
of reinforcement. Although the color of
the key was sometimes affected by the
schedule of reinforcement, note that
the schedule of reinforcement was nev-
er affected by whether the bird was on
or off the pedal: It was controlled by
an entirely separate timing circuit.

Wyckoff considered this arrange-
ment to be equivalent to natural behav-
ior like looking at the key and seeing
the red or the green or looking else-
where (e.g., the wall of the chamber)
and not seeing a discriminative stimu-
lus. He found that when the red pre-
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Figure 4. Operations record showing nontermination of positive discriminative stimulus but
prompt termination of negative stimulus by Pigeon 5609 during last half of 45th session of dis-
crimination training. Upward displacement of the pen indicates the presence of the event in question.
(Reproduced from Dinsmoor, Thiels, Lee, Pfister, & Dougan, 1989, copyright Elsevier.)

dicted intermittent reinforcement and the green were placed on a schedule
the green predicted no reinforcement, that was independent of the food. He
his pigeons stood on the pedal much concluded that stimuli that are corre-
more of the time than when the red and lated with the presence and the absence
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of a schedule of primary reinforcement
become conditioned reinforcers and
therefore strengthen and maintain the
response that produces them.

Later studies have refined this con-
clusion: We now realize that it is the
stimulus that is positively correlated
with the primary reinforcement (S+)
that becomes a conditioned reinforcer
and maintains the observing behavior,
whereas the stimulus that is negatively
correlated with the primary reinforce-
ment (S—) actually becomes aversive
to the subject. (For reviews of the ob-
serving literature up to their respective
dates of publication, see Dinsmoor,
1983; Fantino, 1977.) As an illustra-
tion, consider a detailed record of stim-
uli and responses obtained by Dins-
moor, Thiels, Lee, Pfister, and Dougan
(1989) during the second half of one of
their experimental sessions (Figure 4).
The pigeon could turn a discriminative
stimulus on by pecking a key to the
right of the food key (observing) and
could turn it off by pecking one to the
left (equivalent to turning away from
the stimulus). The record shows that
when the stimulus that came on as a
result of a peck on the observing key
was positive, the pigeon left it on in-
definitely; but when the stimulus
turned out to be negative, within the
next few seconds the pigeon usually
turned it off.

In most studies of the formation of
a discrimination, the experimenter does
not record the subject’s observing be-
havior. But any time reinforcers are de-
livered in the presence of one member
of a pair of stimuli and not in the pres-
ence of the other, the conditions have
been met for such behavior to be ac-
quired. Presumably this behavior is, in
fact, acquired and leads to an increase
in the frequency and/or duration of the
subject’s sensory contact with the rel-
evant stimuli. It is the increasing con-
tact with the stimuli that is responsible
for the increasing slope of the gradient
of generalization.

There have been a number of exper-
iments in which there seems to be no
other explanation (see Dinsmoor,

1985). In these experiments, pigeons
have been trained to discriminate be-
tween the presence and the absence of
a specific stimulus (e.g., line, pattern,
wavelength) displayed on the key and
have then been tested with variations
in some feature of that stimulus. Al-
though they did share one point in
common—the positive stimulus it-
self—the dimension along which the
test stimuli were arranged was other-
wise completely independent of (i.e.,
perpendicular to) the dimension sepa-
rating the stimuli used in the training.
Nevertheless, the slope of the gradient
became steeper with continued train-
ing. Recall, for example, the previous-
ly cited experiment by Hearst and Ko-
resko (1968). Pecking was reinforced
in the presence of a vertical line, but
no food was delivered in its absence
(blank key). Then lines of several dif-
ferent tilts were presented during the
test period, without further reinforce-
ment. With the exception of the verti-
cal line, note that the pigeon had never
seen any of these stimuli before and
had not been trained to distinguish
among them; that is, pecking had never
been increased by reinforcement or de-
creased by nonreinforcement in the
presence of any other member of the
series. The increasing slope of the gra-
dient could not be attributed to differ-
ential reinforcement of responding to
lines of different tilt. It was based on a
characteristic of the stimulus, the de-
gree to which each tilt in the series re-
sembled the one used in the training,
but that characteristic had been brought
to bear by training applied to a dimen-
sion quite independent of the one on
which the test was conducted. Some-
thing had been carried over from the
training on one dimension to the test-
ing on the other, and the most plausible
suggestion is that what had been trans-
ferred was the behavior of looking at
the relevant stimulus.

Gradients of Generalization Around
the Negative Stimulus

In most experiments of this sort, it
has been the presence of the critical
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Figure 5. Mean gradients of generalization for

tilt of line displayed on key following 1, 2, 4,
8, or 16 days of training with food deliveries in
the absence of a vertical line but no food in its
presence. (Reproduced from Farthing & Hearst,
1968, copyright American Psychological Asso-
ciation.)

stimulus that has served as the S+ and
its absence that has served as the S—.
But the experimenter can just as readi-
ly reverse that assignment and use the
absence of the stimulus as the S+ and
its presence as the S—. Again, if (but
only if; see Honig, 1966; Weisman &
Palmer, 1969) the training procedure
involves continued alternation between
the two stimuli and their consequences,
a gradient of generalization can be ob-
tained that reflects the similarity of
each of the test stimuli to the negative
stimulus.

The shape of such a gradient, how-
ever, is very different than that of a
gradient around the positive stimulus
(see Figure 5). Although the rate of re-
sponding to each of the test stimuli still
depends on its distance from the train-
ing stimulus, instead of a peak at the
value presented during the training
there is now a trough. The graph rep-
resenting rate of responding as a func-
tion of locus along the stimulus dimen-
sion now resembles a U or a V. Be-
cause they reflect the influence of the
negative stimulus, these upside-down
gradients are often called inhibitory
gradients. The negative stimulus yields
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the minimum rather than the maximum
rate of responding, and the subject re-
sponds at increasingly higher, rather
than increasingly lower, rates as a func-
tion of the difference between the test
stimulus and that point on the stimulus
dimension. Like the gradients based on
the positive stimulus, this type of gra-
dient also becomes narrower and steep-
er with continued training (Farthing &
Hearst, 1968), again reflecting the in-
crease in control with increasing ob-
servation of or attention to the stimu-
lus.

One of the interesting features of the
gradients obtained with negative stim-
uli is that they are shallower from top
to bottom than the gradients obtained
with their positive counterparts. Sev-
eral controlled comparisons are avail-
able, and in each case the same result
is obtained (see Dinsmoor, 1985): The
slope of the gradient that rises on either
side of the negative stimulus is never
as steep as that of the gradient for the
positive stimulus. That, of course, is
what is to be expected, given the se-
lective nature of the observing process.
As has already been noted, when the
subject in an observing experiment en-
counters the positive stimulus, it leaves
it on, but when it encounters the neg-
ative stimulus, it turns it off. As a re-
sult, the subject receives much less ex-
posure to the training stimulus when
that stimulus has been paired with non-
reinforcement than when it has been
paired with reinforcement.

Combined Positive and
Negative Gradients

The simple, symmetrical gradients
of generalization that are obtained fol-
lowing special training procedures
where only the positive or only the
negative stimulus lies on the eventual
test dimension are the exception in
studies of stimulus control. A more
typical arrangement is one in which
both the positive and the negative stim-
uli lie on the same continuum. The
subject learns to discriminate between
two different frequencies, for example,
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Figure 6. Mean gradients of generalization along the wavelength dimension following discrimi-
nation training with 550 nm as the positive stimulus (E), 560 nm as the negative stimulus (I), or
both stimuli (D). (Reproduced from Marsh, 1972, copyright American Psychological Association.)

two different tilts, two different inten-
sities, or two different wavelengths.
This procedure combines the type of
training that leads to a peaked gradient
about the positive stimulus and the
type of training that leads to a
U-shaped or a V-shaped gradient about
the negative stimulus. The gradient
that results from this combination of
the two types of training should reflect
both the distance of each of the stimuli
from the S+ and its distance from the
S—. But because the range of variation
in the subject’s behavior is greater for
the positive than for the negative stim-
ulus, S+ will have a greater influence
on the combined gradient, and the peak
will be more obvious than the valley.
The similarities and the differences
among the three types of gradient may
be seen in a figure published by Marsh
(1972), who obtained all three under
comparable conditions (Figure 6). The
stimulus dimension is the wavelength
of the illumination projected on the

key. The pigeons in Group E (for ex-
citation) were trained to discriminate
between a positive wavelength of 550
nm and a negative stimulus of a plain
white key (mixture of wavelengths, ab-
sence of hue). Their gradient reached a
relatively sharp peak at 550 nm and
trailed off on either side with increas-
ing distance from that stimulus. The pi-
geons in Group I (for inhibition) were
trained to discriminate between the
white key as the positive stimulus and
560 nm as the negative stimulus. Their
gradient was shallower but reached a
minimum at 560 and rose on either
side of that stimulus. Group D (dis-
crimination) received the benefit of
training with both 550 nm as the pos-
itive stimulus and 560 nm as the neg-
ative stimulus. In this group, the rate
of pecking to a given test stimulus was
affected both by the difference of that
stimulus from 550 nm and by its dif-
ference from 560 nm. In effect, this
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gradient combined the effects of the
other two types of training.

The quantitative relations among
these three types of gradient have been
examined most carefully in a study
conducted by Hearst (1968, 1969). For
one group of pigeons, Hearst used a
vertical line as his positive stimulus to
obtain gradients of excitation along the
tilt dimension; for a second group, he
used a line of a different tilt as his neg-
ative stimulus to obtain gradients of in-
hibition; and for a third group, he used
both of these stimuli to obtain a com-
bined gradient. Altogether, he replicat-
ed this same basic experimental design
three times, using three different de-
grees of separation between S— and
S+. There were nine groups in all. Af-
ter correcting for the possible effects of
behavioral contrast, Hearst concluded
that there was a relatively satisfactory
fit between the sum of the gradients
obtained with separate S+ training and
S— training and the gradient obtained
following combined training with both
of these stimuli. This finding implies
that it is appropriate to account for the
development of the combined gradient,
following normal discrimination train-
ing, with the same principles as those
required to explain the changes in the
positive and the negative gradients that
made it up. That is, discrimination be-
tween two stimuli lying along the same
continuum reflects the combined influ-
ences of the subject’s observing of the
S— and its observing of the S+.

IMMEDIATE DISCRIMINATION

Early theorists like Skinner (1933,
1938) and Spence (1936) saw such
conventional measures of ‘‘strength”
as latency, rate, proportion of re-
sponses, and resistance to extinction
separate during discrimination training.
When, as was often the case, there was
a progressive increase in S+ and a pro-
gressive decrease in S—, it was natural
for them to conclude that reinforce-
ment of the response in the one stim-
ulus and its extinction in the other were
the factors responsible for the separa-
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tion of the two performances. Yet un-
der other circumstances, where there is
a high level of observing from the be-
ginning of the discrimination training,
the separation is already evident as
soon as the response is shaped, before
any extinction has occurred. No
strengthening or weakening seems to
be required.

Consider the case in which the two
stimuli are alternative colors displayed
on the pigeon’s key. As the color is dis-
persed evenly over the entire area of
the key, occupying a large visual angle
from the bird’s point of view, it would
seem to be difficult for the subject to
miss seeing it as it pecks that key. In
initial training conducted in my labo-
ratory prior to a discrimination based
on punishment (Dinsmoor, Flint,
Smith, & Viemeister, 1969), we found
that after pecking had been shaped and
intermittently reinforced with the key
lighted red, it was already very diffi-
cult to get the bird to peck that same
key lighted with green. The bird
stopped as soon as the green appeared
and did not resume pecking during
long periods of exposure to that color
interspersed with further exposures to
reinforcement in red. Terrace (1963)
has documented a similar phenome-
non, although it was based on a more
complex sequence of procedures (see
Dinsmoor, 1985, for further discus-
sion). Despite Keller and Schoenfeld’s
dictum (1950, p. 119), extinction is not
the hallmark of discrimination. The al-
ternative schedules of reinforcement
determine the nature of the final per-
formance under either stimulus, as in
what are known as multiple schedules,
but the independence of the schedule
effects requires a different explanation.

SUMMARY

This tutorial is addressed to readers
who are not as conversant as they
would like to be with basic principles
in the control of behavior by antece-
dent stimuli. Its purpose is to provide
a brief overview and a theoretical in-
tegration of some carefully selected re-
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search findings. The present install-
ment deals primarily with the acquisi-
tion of control by discriminative stim-
uli; a second installment will extend
the coverage to more specialized topics
that are also important to a systematic
analysis of behavior.

The reader is warned, however, that
the present analysis departs from stan-
dard textbook accounts in several re-
spects:

1. In contrast to Skinner’s rejection
of “‘stimulus—response psychology,” it
is here suggested that antecedent stim-
uli exert a pervasive influence on op-
erant, as well as respondent, behavior.
They serve as a crucial link between
current behavior and past reinforce-
ment. They are the direct and imme-
diate determinants of what the individ-
ual does at any given moment.

2. As Skinner (1938, pp. 176-177,
241) but few others have recognized,
the procedure by which Pavlov trained
his dogs to salivate to a conditional
stimulus (respondent conditioning) is
inherently a form of discrimination
training. In this sense, all conditional
stimuli are discriminative stimuli, and
the distinction in terminology appears
to rest more on the type of behavior
that is under consideration and how
that behavior is measured than on any
difference in the role of the stimulus.

3. The Pavlovian view that stimulus
generalization represents an active pro-
cess in which new and different stimuli
become effective because of the spread
of excitation from one point to another
is rejected. The gradient of generaliza-
tion becomes narrower, rather than
broader, as training continues. In the
present account, discrimination and
generalization are treated simply as al-
ternative ways of looking at the same
phenomenon, and the slope of the gra-
dient is used as a way of measuring it.

4. In discrimination training, the
positive stimulus serves as a condi-
tioned reinforcer of observing behav-
ior, leading to an increase in sensory
contact with that stimulus; increased
contact with the negative stimulus is an
incidental but inevitable consequence

of the increase in observing. The de-
creasing transfer of the effects of re-
inforcement to behavior in the pres-
ence of S— and of extinction to behav-
ior in the presence of S+ is attributed
to more frequent and more prolonged
observation of the two stimuli. This re-
fers both to the time at which rein-
forcement is or is not delivered and to
the time at which the performance is
subsequently measured. Although re-
moved from direct experimental obser-
vation, attention may play a similar
role (Sutherland & Mackintosh, 1971).
The respective schedules of reinforce-
ment interact with the increasing sep-
aration of the two performances to de-
termine their eventual levels and tem-
poral patterns.
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