
The Behavior Analyst 1982, 5, 205-207 No. 2 (Fall)

On Terms
Determinism1
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Georgia Institute of Technology

Anyone who has taught introductory
psychology (especially at a technological
institution) has been faced by a significant
number of students who cannot believe
that psychology is, or could ever be, a
science. Some time may be spent attemp-
ting to convince the skeptics that a science
of behavior can indeed exist and take its
rightful place with biology, chemistry,
and even physics. As behavior analysts we
have been imbued with a deterministic
perspective that, on the surface, does not
appear significantly different from that of
classical physics. This traditional stance is
exemplified by Skinner's declaration in
Science and Human Behavior:

If we are to use the methods of science in the field
of human affairs, we must assume behavior is lawful
and determined. We must expect to discover what a
man does is the result of specifiable conditions and
that once these conditions have been discovered, we
can anticipate and to some extent determine his ac-
tions (1953, p. 6).

Although this statement seems clear
enough, a more thorough analysis of the
behaviorist's principles and practices
reveals a complex picture which is in some
ways more reflective of the physics of
Bohr and Heisenberg, than of Newton
and Laplace.
The radical behaviorist position on the

issues of determinism and causality has
been a matter of debate, e.g., Vorsteg
(1974), Begelman (1978) and Day (1969).
The latter stated explicitly:
The practice of looking for functional relation-

ships is obviously similar in certain respects to the ef-
fort to find relations between cause and effect. Yet
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in attempting to discover functional relationships
the radical behaviorist does not accept any a priori
logical assumption of a universe that is orderly in a
mechanical sense upon which he feels he must base
his scientific work (Day, 1969, p. 318).

The concept of probability of a
response is central to the theoretical
framework. Yet, it is unclear whether this
probabilistic approach reflects only a
practical lack of specifiability in initial
conditions or reflects, at least in part, ran-
dom processes controlling the emission of
behavior. In a recent presentation of
Skinnerian theory, Catania (1980)
remarks "Admitting the possibility that
behavior could occur spontaneously was a
critical conceptual step in operant
theory" (p. 138, my italics). Skinner
(1974) says it this way:
To distinguish an operant from an elicited reflex

we say that the operant is emitted. (It might be better
to say simply that behavior exists inside the
organism and then comes out. But the word need not
mean ejection; light is not in the hot filament before
it is emitted). The principal feature is that there
seems to be no necessary prior causal event (p. 53,
my italics).

Quantum physics provides numerous
analogous processes. In radioactive
decay, for example, events occur at ran-
dom; one can only assign measures (e.g.,
the half-life) to aggregates. An example is
beta decay. In its simplest form a neutron
is "converted" into a proton, a neutrino,
and an electron (the beta particle). It is
important to emphasize that the neutron
is not made up of these three "products,"
i.e., these particles are not inside a bag
which we call the neutron. They simply
appear-at random. So far as I know,
there is no way physicists can exert prac-
tical control over processes like radioac-
tive decay. They cannot, for example,
change the half-life of strontium-90.
However, it is a defining property of con-
ditioning that certain experimental ar-
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rangements can change the probability of
behavior. In spite of their spontaneity,
operants, unlike atoms, have a "sense of
history." Indeed, alteration in the fre-
quency and organization of behavior
through conditioning is one very signifi-
cant example of an irreversible biological
process that provides an "arrow of time"
(Pagels, 1982, Prigogine, 1980).
That spontaneity may be a

characteristic feature of behavior can pro-
vide no solace for those who would cham-
pion "free will." Spontaneity implies that
the emitted behavior is no more under the
control of the emitter than it is under the
control of the observer. It would be as ab-
surd to ascribe "free will" to a pigeon or
a human as it would to a neutron emitting
a beta particle. Spontaneity also does not
imply that simply anything can occur.
Just as microphysical processes are
limited by kind and distribution, so
species membership and individual
genetic endowment set natural limits to
the form and variability of spontaneously
emitted behavior.

It could be argued that behavior
analysts are really only interested in
behavior once it has been emitted. Never
mind where it comes from; what happens
when it does occur is the important ques-
tion. But even here we have by no means
left the domain of the random.
Random variations in behavior are

clearly revealed even under the highly
controlled conditions used to study rein-
forcement contingencies. For example,
pause times and response numbers
engendered by fixed-interval schedules
appear to be randomly distributed. One is
only able to predict the average values of
output (Zeiler, 1979), just as the physicist
must be content with determining the
average values of position and momen-
tum of an atomic entity. Furthermore, as
Zeiler and his colleagues have shown, out-
put under fixed-interval schedules is "not
a directly reinforceable property of
behavior" (p. 113). Attempts to control
output by differential reinforcement are
unsuccessful. This example not only il-
lustrates that behavior may be emitted in
a random way and that it may not be
directly controllable by reinforcement

procedures, but it also leads me to con-
sider briefly how our processes of
observation may interact in a significant
way with what is observed.

Classically speaking, observations are
made to determine the state of a system.
Given appropiate functional relationships
we could predict future (and past) states
of a system to an arbitrary degree of
precision. This account is based upon the
assumption that observation, i.e.,
measurement, of the state contributes
nothing to the state. In quantum physics,
however, one may have to contend with
measurement processes in which this
assumption cannot hold. This situation is
one facet of the Heisenberg Principle of
Indeterminancy. While I will not venture
to conclude that any aspect of behavior
results from processes reflective of the
probabilistic nature of quantum physics
(although an argument could be ad-
vanced; see, e.g., Mercer, 1981), there are
features of the analysis of behavior which
yield analogous problems of measure-
ment. In particular, I have pointed out
elsewhere (Marr, 1979) that in attempting
to isolate determinants of schedule per-
formance, the typical tactic is to alter the
schedule. For example, Zeiler (1977) sug-
gests that to evaluate the role of indirect
variables in determining schedule perfor-
mance, one should impose that variable
directly. Changing an indirect variable to
a direct one will likely change perfor-
mance, but it will not necessarily tell us
how, or even if, that variable exerts its ef-
fects indirectly.
A similar problem arises when schedule

performance is analyzed in terms of the
discriminative properties of behavior. It is
possible to show that responding
generated under a fixed-interval schedule
may acquire discriminative properties
(Buchman and Zeiler, 1975); however,
stimulus control by response number does
not affect the output itself. Again, assess-
ing the role of the discriminative proper-
ties of behavior in controlling schedule
performance requires the imposition of
new contingencies, and definitive conclu-
sions are elusive. Schedule performance
appears to be the outcome of the interac-
tions of a number of dynamic
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variables-we cannot seem to apprehend
the organization of these processes by
changing them. As P. C. W. Davies says
of such analytic approaches in physics:
"There seems to be a kind of uncertainty
principle which says that one cannot
simultaneously determine how matter
works and what it is made of. The very act
of investigating its structure inevitably
destroys its organization" (1979, p. 230).
The abandonment of mechanistic deter-

minism should not be viewed by
behaviorists with despair, but rather be
looked upon as liberating (as it has been
for physics). The element of spontaneity
coupled with the malleable but metastable
character of contingencies are probably
essential to the emergence of complex
behavior (Epstein, 1981).
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