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SI Methods
Subjects. Fourteen patients with pharmacoresistant temporal lobe
epilepsy (3 women; mean age ± SD: 38.3 ± 11.8 years) partici-
pated in the study. In 11 patients, unilateral hippocampal scle-
rosis was confirmed histologically. In the others, one had a
unilateral isolated amygdala lesion, two had no apparent MRI
lesions, and two had unilaterally accentuated limbic pathologies.
Recordings were performed from 2004 to 2007 at the Depart-
ment of Epileptology, University of Bonn, Germany. Thirteen
patients had bilateral hippocampal depth electrodes, and only
electrode sites contralateral to the epileptogenic zone were
considered. One patient had a single electrode in the right hip-
pocampus and an extrahippocampal (temporo-occipital) seizure
onset zone. No seizure occurred within 24 h before the experi-
ment. The study was approved by the local medical ethics
committee, and all patients gave written informed consent.

Depth Electrodes. Multicontact depth electrodes were inserted for
diagnostic purposes using a computed tomography-based stereo-
tactic insertion technique (1). Each electrode (AD-Tech) had 10
platinum-iridium contacts, a diameter of 1.3 mm, and an inter-
electrode spacing of 4.5mm. The location of electrode contacts was
ascertained by MRI in each patient; Montreal Neurological In-
stitute (MNI) coordinates from the hippocampal contact selected
for analysis are given inTable S1.On average, patients had 5.4± 1.9
hippocampal contacts (mean ± SD).

Experimental Paradigm. Each picture was presented using ERTS
software (BeriSoft). Faces were shown in the center of a computer
screen (0.5 s)with a randomized interstimulus interval with ameanof
1.5 s and a range of 1.3–1.7 s (“encoding” phase). Afterward, patients
had to maintain the faces in WM for 3 s (“maintenance” phase).
Subsequently, patients were presented a probe and had to decide
whether itmatchedoneof thepresented facesor not. Faceswereonly
used once andwere not reused in other trials. Patients indicated their
decision by pressing one of two buttons of a computer mouse in their
dominant hand. A total of 306 faces were presented to each patient
over 108 trials; the overall duration of the experiment was about 20
min. During the experiment, we recorded the continuous EEG from
the depth electrodes as well as from bilateral mastoid electrodes.

Analyses. Depth EEG was referenced to linked mastoids, record-
ed at a sampling rate of 1000 Hz, and band-pass filtered [0.01 Hz
(6dB/octave) to 300 Hz (12dB/octave)]. EEG trials were visually
inspected for artifacts (e.g., epileptiform spikes), and trials con-
tainingartifactswereexcludedfromanalysis.Fromthecontralateral
(nonfocal) electrode in each patient, we selected the hippocampal
contact with themaximal slope of theDCpotential, as thismeasure
likely corresponds to working memory maintenance (2).
EEG trials were subjected to continuous wavelet transforms

between 1 Hz and 200 Hz (1-Hz steps) by Morlet wavelets of five-
cycle length, resulting in filtered signals wj,k, with j indicating the
time point within a trial and k the trial number (3). To avoid edge
effects, the trials entering the wavelet transform were segmented
from –2 s to 5.5 s with respect to presentation of the last stimulus of
the series.We selected baseline periods before presentation of this
last stimulus to avoid baseline periods including stimulus-related
activity. Afterward, 2-s long intervals before and after the 3.5-s
maintenance period (including the presentation time of the last
stimulus in each trial) were discarded.
List of consecutive analysis steps:

� continuous wavelet transform (1–200 Hz; 1-Hz steps);

� extraction of lower-frequency (1–14 Hz) phasesψLF and high-
frequency (14–200 Hz) amplitudes AHF for each time point;

� construction of the complex signal z = AHF eiψLF and esti-
mation of single-trial modulation phase φk(�zk) for each trial;

� modulation phase φ(�z): average single-trial modulation phase
across all trials and conditions;

� modulation variance υ: circular variance of the distribution
of single-trial modulation phases across trials;

� shift of the lower-frequency signal wLF with −φ(�z) yielding
wLF

S;
� modulation strength μ: Fisher-z-transformed Pearson’s cor-
relation between the real part of the lower-frequency oscil-
lation Re(wLF

S) and the high-frequency amplitude AHF; and
� modulation width ω: phase interval around φ(�z) comprising
68% of the cumulative high-frequency amplitude.

These steps are graphically depicted in Figs. S2–S4 by using
synthetic data s(t). These data were constructed by superposing a
sine wave of low frequency (f1 = 5 Hz) and amplitude 1 with a sine
wave of high frequency (f2 = 101 Hz). The amplitude of the high-
frequency sine wave was designed to vary between 0.05 and 0.25
depending on the phase of the low-frequency sine wave, such that
the maximum amplitude was reached at the trough and the mini-
mumamplitudewas reached at thepeakof the low-frequencywave.

A1 ¼ 1; f1 ¼ 5 Hz

s1
�
t
� ¼ A1·ei·2π·f1 ·t

A2ðtÞ ¼ 0:1·ð1:5·A1 −ReðsðtÞÞÞ; f2 ¼ 101Hz

s2
�
t
� ¼ A2

�
t
�
·ei·2π·f2 ·t

sðtÞ ¼ s1ðtÞ þ s2ðtÞ
Furthermore, a noisy signal was constructed by adding a

Gaussian distributed random variable with a mean of 0 and a
standard deviation of 0.1 to s(t).
We compared results for the EEG signals with those for surrogate

data, which exhibit the same power spectra as the original signals, but
completely distortedphase characteristics (so-called scrambleddata).
To generate the scrambled data, EEG signals were transformed into
the complex frequency domain by a fast Fourier transform (FFT).
Then, the phases were randomized by adding a uniformly distributed
random variable, which was uniformly distributed within the interval
[−π;π]. Finally, the phase-randomized frequency values were back-
transformed by FFT into the time domain.
Data were analyzed using the EEGLAG package created by

A. Delorme and S. Makeig (4) running with MATLAB (The
Mathworks), aswell as by our ownMATLABprograms.P values in
the ANOVAs were Huynh-Feldt-corrected for inhomogeneities
of covariance when necessary (5). Load effects were calculated
using a linear parametric regression analysis with the number of
maintained items (1, 2, and 4) as regressor.
The analysis of cross-frequency coupling across individual theta

cycles during the maintenance phase (Fig. 1G and Fig. S6) was cal-
culated as follows. First, zero-tapered demeaned data were wavelet-
transformed in a range between 1 and 50Hz using a five-cyclemorlet
wavelet, and power and phase values were calculated across time.
Second, the peaks of theta (7Hz) cyclesweredetected (zero crossings
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from positive to negative values of the derivative of the time series
filtered at 7 Hz). This resulted in an average of 7 × 3.5 = 24.5 theta
cycles. Due to slight fluctuations of theta frequency and deviation
from sine oscillations, some trials contained fewer than 24 cycles, but
all trials had at least 20 theta cycles. Therefore, power values between
1 and 50 Hz were averaged (across all trials in each subject and then
across all subjects) for the first 20 theta cycles. Next, power values
between 1 and 50 Hz during 150 ms (slightly more than one theta
cycle) centered around these time points were extracted. For each
cycle and each frequency, power values were normalized by dividing
by the average power across the respective cycle. The resulting values
are depicted in Fig. 1G. Statistics are based on Rayleigh’s test of
nonuniformity (6). In detail, for each theta cycle, circular variancewas
quantified by transforming the distributions of beta/gamma power at
28Hz (as depicted in Fig. S6) into complex vectors. This was done by
constructing complex vectors given by the average gamma power
(acrosspatients) ineachphasebinn,�γn,multipliedwithei·φbinn,where
φbinn denotes the average phase of each bin, and by averaging across
these complex vectors. The angle of the resulting modulation vector
indicates the center of the distribution of power values across phases.
The length or absolute value of the vector quantifies the variance of
the constructed complex vectors (7). The resulting value was com-
pared with surrogate data obtained by permuting the values in the
empirical distributions and computing surrogatemodulation vectors;
1000 permutationswere run for each cycle.P valueswere obtained by
calculating the rank at which the sorted lengths of surrogate modu-
lation vectors were superior to the empirical modulation vector (e.g.,
if the length of the empirical modulation vector was x, and 20 out of
the 1000 surrogatemodulation vectors had a length higher than x, the
resulting P value was 20/1000 = 0.02).

Analysis of Power and Phase Locking.EEGresponseswerefiltered in
the frequencyrange from1Hzto200Hz(1-Hzsteps)bycontinuous
wavelet transforms implementing Morlet wavelets with a band-
widthparameter f0/σf=5, that is, roughly speakingwavelets offive-
cycle length (e.g., ref. 8). The complex filtered signals wj,k (j: time
point within a trial, k: trial number) hereby result from the time
convolution of original signals and the complex wavelet function.
To avoid edge effects, EEG responses were segmented from
−1000 ms to 4000 ms with respect to stimulus onset and, after
wavelet transform, 500 ms at both sides were discarded. Based on
the wavelet-transformed signals wj,k, the phases φj,k (φj,k = arctan
(Im(wj,k)/Re(wj,k))) and the power values Pj,k (Pj,k = Re(wj,k)

2 +
Im(wj,k)

2) were extracted for each time point j of each trial k.
The calculation of intertrial phase-locking values was done by a

procedure suitable for the evaluation of small and unequal trial
numbers (e.g., ref. 9). Distributions of phases across trials were
calculated separately for the different conditions (baseline, load 1,
load 2, load 4, all trials). For this purpose, the phase domain was
divided into 8 boxes of 45° covering the range from−180° to +180°.
DistributionprobabilitiesXi were calculated for each box i and each
time point j. Phase-locking values PLj were then evaluated based on
a normalized entropymeasure: PLj= 1+∑8

i¼1 Xi,j * logXi,j/log (8).
A largephase-lockingor synchronization value indicates that phases
or phase differences are not uniformly distributed but exhibit phase
accumulations. To allow for a finer phase resolution, calculations

were iterated for 45 shifts of the boxes about 1°. The phase-locking
values result from the averages of these iterations.
Power and phase-locking values were averaged for non-

overlappingsuccessive timewindowsof100-msdurationfrom−500
to 3500mswith respect to the onset of the last stimulus in each trial
(40 windows in total). Afterward, values corresponding to the
different timewindows were divided by the prestimulus time range
from −500 to 0 ms of the baseline condition separately for each
subject and each filter frequency. We chose the prestimulus in-
terval of the baseline condition for normalization so that the var-
iation of normalized power and phase locking during baseline and
maintenance intervals could be directly compared.

Results
If cross-frequency coupling were only due to event-related activity
changes, it should be largely reduced during the second half of the
maintenancephaseas compared to thefirsthalf.Wethus recalculated
phase-power modulation during two consecutive nonoverlapping
periods of 1750-ms length. The results are shown in Fig. S5D and E.
We found thatmodulationvaluesduring the twoperiodswere0.041±
0.010 in the first half and 0.043 ± 0.009 in the second half (mean ±
SEM). Importantly, themodulation value in the second range, where
no event-related activity occurs, is not significantly different from the
value in the first range (the mean is even higher), indicating that
modulation is not only due to event-related activity.
To exclude that these results were related to the shorter

duration of the late maintenance phase as compared to the entire
range, we also calculated cross-frequency coupling during the
second half of the baseline period during the intertrial interval.
Again, modulation was significantly enhanced during the second
half of the maintenance phase as compared to the second half of
the baseline period (t13 = 5.74; pcorr < 0.001).

Discussion
An association between hippocampal theta and gamma frequen-
cieswasalsoobserved inawakebehaving rats (10) (Fig.2), although
the frequency ratio was about twice as high as in our study. The
frequency of hippocampal gamma band activity depends on the
excitatory drive to interneurons as well as on the decay time con-
stant of inhibitory postsynaptic currents, which can be enhanced by
benzodiazepines (11). Hippocampal theta oscillations are gen-
erated by at least two distinct mechanisms (12). First, inputs from
layers 2 and 3 of the entorhinal cortex are responsible for theta
activity that persists after blockade of muscarinergic acetylcholine
receptors. Second, due to tonic cholinergic excitation and phasic
GABAergic inhibition of hippocampal interneurons by inputs
from themedial band of broca and the septum, these interneurons
induce rhythmic inhibitory postsynaptic potential (IPSPs) in the
theta frequency range on their target pyramidal cells (in addition, it
should be pointed out that the associational CA3 network has been
proposed to function as an intrahippocampal theta generator, and
that neurons within both the entorhinal cortex and hippocampus
possess resonant properties in the theta frequency range). To our
knowledge, it is unknown how an endogenous mechanism could si-
multaneously control the frequency of theta andgammaoscillations.
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Fig. S1. Paradigm. We used a Sternberg paradigm with consecutive presentation of items (modified from ref. 2). Time is indicated in s. In different trials,
either a single, two, or four trial-unique male or female faces with neutral emotional expression were presented.
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Fig. S2. Signal analysis part 1. Synthetic data without additional Gaussian noise.
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Fig. S3. Signal analysis part 2. Synthetic data with additional Gaussian noise.

Axmacher et al. www.pnas.org/cgi/content/short/0911531107 5 of 9

www.pnas.org/cgi/content/short/0911531107


Fig. S4. Signal analysis part 3. (A) Modulation orbits for four different signal conditions (synthetic data). All plots depict complex modulation vectors given by
AHF e

iψ
LF for consecutive time points across an interval of 3.5 s (where AHF indicates high-frequency amplitude and ΨLF indicates low-frequency phase). Figures

illustrate the time course of modulation vectors under realistic assumptions, that is, a phase-modulating low frequency in the theta range during a time
interval of 3.5 s. (B) Cross-frequency coupling for four different signal conditions (synthetic data).
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Fig. S5. Cross-frequency coupling does not depend on event-related changes of power and intertrial coherence. (A–C) Cross-frequency coupling in the entire
frequency range between 1–14 Hz and 14–200 Hz during the maintenance phase (A), the baseline period in the intertrial interval (B), and the scrambled
surrogate data (C). (D and E) Cross-frequency coupling during the first and second halves of the maintenance phase. Cross-frequency coupling in the early (0–
1750 ms with respect to presentation of the last stimulus in each trial; D) and late (1750–3500 ms; E) maintenance phase were similar to, and quantitatively
even more pronounced than, effects in the entire period. (F and G) Event-related spectral perturbations and intertrial coherence during maintenance as
compared to the intertrial interval. (F) Analysis of event-related spectral perturbations shows sustained increases in the upper theta/lower alpha frequency
range during the maintenance period and the intertrial interval (ITI). The direct comparison (right column) reveals only transient but no persistent differences
between these two periods. Interestingly, there was already a preparatory theta power increase during the intertrial interval. (G) Intertrial phase coherence
(ITC) was transiently increased between 1 and 20 Hz; no significant ITC was observed during the second phase of the maintenance period.
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Fig. S6. Distributions of gamma power (at 28 Hz) across theta phase for the consecutive theta cycles during the maintenance period. For each cycle, the
distribution depicts gamma power averaged across trials and patients together with standard errors of the mean. P values result from Rayleigh tests of
nonuniformity as compared to surrogate data. Vertical red lines represent average phases of the modulation vectors. c #, cycle #.

Fig. S7. Schematic overview of cross-frequency coupling in the different load conditions. This schematic depiction integrates the main finding on hippo-
campal cross-frequency coupling in the different working memory load conditions: The decreased modulating frequency (from 7.5 Hz in the load 1 condition to
6.5 Hz in the load 4 condition), a constant beta/gamma frequency (at 28 Hz), a decreased intertrial variance, and a constant modulation width (across all trials
in one condition).
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Table S1. MNI coordinates of selected electrode contact in each
patient

x y z

24 −36 −1
−30 −12 −15
−16 −6 −24
−32 −33 −7
−28 −15 −17
29 −25 −11
33 −21 −14

−32 −27 −12
−30 −19 −16
−28 −7 −23
−21 −7 −25
33 −17 −15
30 −13 −18
32 −17 −14

Table S2. Individual maxima of modulation frequencies (in Hz)

Low frequency High frequency

Load 1 Load 2 Load 4 Load 1 Load 2 Load 4

7 7 6 22 16 16
9 7 6 28 42 22
6 6 6 16 28 26
7 6 6 16 38 20
6 10 7 14 46 30
7 7 6 26 16 28
6 7 6 44 20 16
8 8 8 30 32 28
6 6 7 36 16 38
7 7 8 28 26 50

10 6 6 50 38 24
7 10 6 42 34 22

10 6 6 46 18 16
9 7 6 26 28 14
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