
 

SUPPORTING ONLINE MATERIAL 

 

Materials and methods 

Two male rhesus monkeys (Macaca mulatta) weighing 8-10 kg were anesthetized 
and were implanted under aseptic conditions with a post to fix the head and two recording 
chambers, one over the frontal eye field (FEF) and one over area V4.  Localization of the 
areas was based on MRI scans obtained before surgery.  All procedures and animal care 
were in accordance with the NIH guidelines. 

 

Behavioral Task 

The monkeys were sitting in front of a computer monitor (resolution 800x600 pixels 
and refresh rate 100Hz) at a distance of 57cm.  Presentation of stimuli and behavioral 
parameters were controlled by the CORTEX software package (www.cortex.salk.edu).  
Eye position was monitored by an infrared based eye-tracking system at 60 Hz (ISCAN) 

Monkeys had to hold a bar to initiate the trial.  A fixation spot (0.4x0.4o) appeared at 
the center of the screen, and the monkeys had to keep their gaze within a 3x3 deg window 
centered on the fixation spot and maintain fixation for 1500 ms, or the trial was aborted.  
Following successful fixation, three isoluminant, sinusoidal, drifting gratings (2o 
diameter, drifting rate 1cycle/s), one red, one blue and one green, appeared on the screen.  
The stimuli were presented at the same distance from the center of the screen (at 
approximately 5o, range 4-8o) and they were distributed radially around the fixation point 
at 120o intervals.  After a variable period of time (0-1000 ms), the fixation spot was 
replaced by a small square cue that matched the color of one of the gratings and indicated 
the color of the stimulus to be attended.  The monkeys shifted their attention to the target 
stimulus and monitored the target for a color change while maintaining fixation of the 
cue.  By examining neural responses after the cue onset, we could measure “pure” 
attentional effects on responses, without interference from the strong transient visual 
responses to the onset of the gratings.  The color change could occur as early as 250 ms 
and as late as 3000 ms after cue onset.  When the target changed color, the animals were 
rewarded with a drop of juice for releasing the bar within 600 ms.  One, both or none of 
the distracter stimuli could change color before the target (250 ms after cue onset to 400 
ms before the target or another distracter color change) at any given trial.  If the monkey 
released the bar to the distracter change, failed to maintain fixation, or did not respond to 
the target color change within the specified time, the trial was aborted. 

Receptive fields (RFs) were mapped by moving flashing stimuli throughout the 
visual field while the monkey was fixating centrally.  In both FEF and V4, electrodes 
were advanced until clear visual responses could be elicited.  A memory guided saccade 
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task was used to identify cells with visual responses and further characterize their RFs.  
Briefly, the trial started with the monkey fixating a central fixation spot.  A stimulus 
flashed for 100 ms in one of six positions which were arranged on a circle with radius 
equal to the eccentricity that elicited the maximal response in the RF mapping task.  After 
750 ms and while the monkey was still fixating centrally, the fixation spot was 
extinguished and the monkey was rewarded for making a saccade to the memorized 
position of the peripheral stimulus.   

For tests of attentional effects with non-overlapping RFs, we typically studied FEF 
sites with RFs confined in the upper quadrant and V4 sites with RFs confined in the 
lower quadrant of the same hemifield.   

Recording 

Spikes and local field potentials (LFPs) were recorded from FEF and V4 
simultaneously using a Multichannel Acquisition Processor system by Plexon Inc.  On a 
given day up to four tungsten microelectrodes were advanced through the dura in each 
area.  Electrodes within an area were spaced 650 or 900 μm apart.  Each electrode’s 
signal was passed through a headstage with gain one and a high input impedance (Plexon 
Inc, HST/8o50-G1) before extracting the spike and LFP components.  In a subset of 
recordings, a headstage with gain 20 and a lower input impedance was used (Plexon Inc 
HST/8o50-G20).  Signals were filtered between 250 Hz-8 kHz, amplified and digitized at 
40 kHz to obtain spike data.  Spikes were selected offline to include multi-unit activity on 
each electrode by setting a threshold that separated spikes from noise.  For the LFP, the 
signals were filtered between 0.7-170 Hz, amplified and digitized at 1 kHz.  LFP data 
were post-processed to correct for the known phase shifts which are induced by the filters 
in the system and affect mainly low frequencies (see below) (S1). 

The location of recordings in both FEF and V4 was verified at the end of the 
experiments with MRI.  Electrodes placed into representative recording sites were visible 
in the MRI because the artifact induced by the titanium head post and screws did not 
obscure the cortex under the plastic recording chamber.  The FEF recordings were in the 
anterior bank of the arcuate sulcus, and the V4 recordings were on the prelunate gyrus.  
In one monkey, we electrically stimulated in FEF and elicited eye movements.   

Data Analysis 

To correct for phase shifts in the LFP signals, we followed a procedure similar to 
that described in (S1).  Briefly, using a waveform generator sinusoidal signals of known 
frequencies (from 0.5 HZ to ~400Hz) were injected into two channels one through the 
headstage and preamplifier used in recordings (subjected to the same filtering that the 
field potential signal was subjected to at the time of recording) and one going directly to 
an A/D channel with no filtering.  The mean phase difference between the two signals 
was calculated for each frequency using the Hilbert transform and the filters’ response 
function was determined.  The empirically derived digital filter was applied to the 
recorded data in time reverse order to cancel the potential time delays caused by the 
original filters.  We also used the utility program provided by Plexon Inc to correct for 
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the filter induced time delays (FPAlign, 
http://www.plexoninc.com/support/softwaredownloads.html).  Results from the two 
methods were similar.  In the subset of recordings performed with the HST/8o50-G20 
headstage, which can introduce additional time delays due to a voltage divider effect 
depending on the impedance of the recording electrodes, we followed the same procedure 
using electrodes that had been used for recordings (and thus their impedance was similar 
to that during the recording).  We found that the induced time delays did not differ very 
much for different electrodes of the same type.  Moreover, our phase results were not 
different for the two subsets of recording data where the two different headstages were 
used. 

Firing Rate Analysis.  Firing rates were computed for sites that showed a significant 
visual response (Wilcoxon rank-sum test, p < 0.05).  The interval used for the statistical 
comparison was 50-250 ms after stimulus onset for the post-stimulus period and -200-0 
ms relative to stimulus onset for the pre-stimulus period.  Only data from days when 
simultaneous recordings in FEF and V4 were carried out were included in the analysis 
(292 sites with visual responses in the FEF – 88 in monkey 1 and 204 in monkey 2 - and 
262 sites in V4 – 82 in monkey 1 and 180 in monkey 2).  The RF location of a multi-unit 
spike signal in each area was defined to be the location that elicited the maximal visual 
response in the memory guided saccade task.  Signals were rejected if they showed 
significant response at the stimulus location in the opposite hemifield. 

Attentional effects were assessed by comparing neuronal responses in trials where 
attention was directed inside the RF to responses in trials where attention was directed 
outside the RF to the stimulus in the opposite hemifield.  For all statistical comparisons 
throughout the paper significance values below the 0.001 level are reported at this cutoff point.  
Firing rate data were normalized to the mean pre-cue activity (-200-0 ms relative to cue 
onset) across both conditions (attention inside the RF and attention outside the RF).  To 
assess the latency of attentional effects, responses were averaged in 10 ms non-
overlapping windows, and significant differences between the two conditions were 
determined in each bin for each site across trials using a Wilcoxon rank-sum test (p < 
0.05).  The latencies based on the population-level data were determined by averaging 
across sites instead of trials, using the mean trial-averaged value in each bin for each 
electrode and assessing statistical significance with a Wilcoxon sign-rank test (p < 0.05).  
The latency of the attentional effect was defined to be the first of three consecutive bins 
that were all significantly different in the two attentional conditions.  The distributions of 
latencies for individual sites were compared using a Wilcoxon rank-sum test.   

To test whether the difference in the latency estimates at the population level in the 
two areas was statistically significant we conducted a permutation test with resampling.  
The null hypothesis was that the latency at the population level was not different in the 
two areas.   We randomly selected a number of signals equal to our FEF population from 
a pool of signals consisting of all (FEF and V4) recorded signals. The selected signals 
from the pool were arbitrarily labeled as FEF signals whereas the remaining signals 
(equal in size to our V4 population) were arbitrarily labeled as V4 signals. The population 
latency was determined for each group (latpseudoFEF and latpseudoV4) by averaging the firing 
rate data across the sites assigned in each group and employing the three consecutive 
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significant 10 ms bins approach described above.  We calculated the difference between 
the two latencies Δlatpseudo(FEF-V4) = latpseudoFEF- latpseudoV4. We used Δlatpseudo(FEF-V4) as the 
statistic to test the null hypothesis. We repeated the resampling process 10,000 times. The 
generated distribution of 10,000 values of the statistic (Δlatpseudo(FEF-V4)) estimates the 
sampling distribution under the condition that the null hypothesis is correct.  We 
subsequently located the value of the difference we actually observed (Δlatreal(FEF-V4)) on 
the permutation distribution in order to determine the probability that we would observe a 
value at least as large as the observed value if the null hypothesis were correct.  That is, 
we asked what percentage of data points in the permutation distribution was equal to or 
greater than the observed value. To employ a two-sided test, we considered the absolute 
latency difference. 

Coherence Analysis.  We calculated spike-LFP, spike-spike and LFP-LFP 
coherency, which is a measure of phase locking between two signals as a function of 
frequency.  To achieve optimal spectral concentration we used multi-taper methods for 
spectral estimation providing a smoothing of ±10Hz in frequencies above 25Hz and ±3Hz 
for lower frequencies.  An optimal family of orthogonal tapers given by the discrete 
prolate spheroid sequences (Slepian functions) was used as described before (S2-S4).  
Coherency for two signals x and y is calculated as 

Cxy(f) = ( )
( ) ( )( )fSyfSx

fSxy  

where Sx(f), and Sy(f) represent the auto-spectra and Sxy(f) the cross-spectrum of the two 
signals x and y.  Auto-spectra and cross-spectra are averaged across trials before the 
coherency calculation.  Coherency is a complex quantity with its absolute value, called 
coherence, ranging from 0 (when there is no consistent phase relationship between the 
two signals) to 1 (when the two signals have a constant phase relationship).  

The same number of trials for each condition (attention inside the RF, attention 
outside the RF) was used for the calculation of coherence for a given pair of recording 
sites.  Moreover, the length of data included in each condition was the same in each pair 
of sites.  These steps eliminated any possible bias from differing sample sizes.  Data from 
300 ms after cue onset up to the earliest color change (target or distracter) in each trial 
were included in the coherence analysis, provided that this window was at least 400 ms.  

All coherence calculations used the data from two different electrodes, to preclude 
the possibility that spikes would actually contribute to the LFP recorded on the same 
electrode.  For the calculation of coherence within each area, only data from days when 
simultaneous recordings in FEF and V4 were carried out were used.  Spikes from any 
given site were included in the analysis only if the multi-unit activity showed visual 
responses to the onset of the stimuli in the attentional task (similar to the selection of 
spike signals for the firing rate analysis) and showed statistically significant sustained 
visual activity relative to the baseline (Wilcoxon rank-sum test, p < 0.05) in a window 
that started 200 ms before the target color change and ended at the target color change.  
To distinguish between sites with overlapping and non-overlapping RFs, RF locations 
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were assessed separately for spike signals and LFP signals.  RF location for multi-unit 
spike signals was determined as described above for the firing rate analysis.  The RF 
location of the LFP was determined from the memory guided saccade and was defined as 
the location with the maximal absolute peak value of the LFP within 400 ms after the 
onset of the stimulus. 

The measure of coherence we used is designed to be invariant over changes in firing 
rates.  However, coherence and other correlational measures can be affected by issues 
such as the signal to noise ratio of recorded signals, particularly at low ratios, and this 
could in principle be influenced by firing rate.  To eliminate any possible contribution of 
firing rate differences to these values, we equated firing rates across conditions for the 
coherence analyses using the following procedure.  Spike trains in both attend-in and 
attend-out conditions were convolved with a Gaussian kernel (sigma=10 ms), and firing 
rate was averaged across trials for each condition.  We calculated the difference in rates 
at each time bin and divided by the maximum rate in the two conditions at that bin. This 
allowed us to determine the probability in each bin that spikes would need to be removed 
from the higher firing rate signal.  Spikes in the original spike trains were randomly 
removed based on the fixed probability value.  For example, a difference of 50% between 
the two conditions in a given millisecond would result in a 50% probability that an 
existing spike would be removed from the condition with the higher firing rate on that 
millisecond on a given trial.  Equating spikes this way between the two attention 
conditions typically resulted in a reduction in absolute coherence values of the attended 
condition by 6-10% and a similar consequent reduction in coherence differences across 
conditions.   

To check if any of the coherence measured between two sites resulted from stimulus-
locked oscillations, we shuffled the order of trials for one of the signals, e.g. the LFP, 
within each condition for each pair.  This analysis eliminated the observed coherence 
effects (see Shuffled Trials results section below). 

Spike Triggered Average (STA) of the LFP: STAs were calculated by averaging 
LFP segments ±100 ms around every recorded spike in each condition.  The same spike-
field pairs that were used in the coherence analysis were included in the STA of the LFP 
analysis.  The first 300 ms after cue onset were not included in the analysis in order to 
exclude any transient deflections in the LFP.  Accordingly, we included in the analysis 
only spikes that occurred from 400 ms after cue onset to 100 ms before the time of the 
first color change.  The average across all recorded pairs of spike-LFP channels showed 
clear gamma oscillations together with lower frequency modulation.  To display more 
clearly the average relative phase of spikes, the STA was filtered using a bandpass filter 
(35-80 Hz) with zero phase distortion.  Visual inspection of the original broad-band and 
filtered signals verified that no distortion was introduced.  The Hilbert transform was 
used to determine the relative phase of the filtered STAs of the LFP at time zero i.e. at the 
time the spikes occurred (Fig. S3) 

LFP power:  Coherence measures are a poor choice to evaluate precise onsets in time 
because their calculation requires a reasonable time window for analyses.  We therefore, 
used the Hilbert-Huang Transform (HHT) for LFP power estimation across time (S5).  
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The advantages of this method over traditional spectrogram methods employing sliding 
windows have been discussed previously (S5, S6).  Briefly, the method allows for the 
analysis of non-stationary time series and provides a better temporal and frequency 
resolution compared to Fourier analysis.  This is achieved by employing the Empirical 
Mode Decomposition (EMD) method, together with the Hilbert transform.  The EMD 
method decomposes the signal (in this case the LFP) into a small number of narrow band 
components (intrinsic mode functions, IMF) by identifying the time scales that are 
intrinsic to the time series.  A signal is considered to be an IMF if the number of its local 
extrema and the number of its zero crossings is either the same or differ by one.  Because 
of their properties (locally symmetrical, absence of riding waves) the IMFs can be 
subjected to the Hilbert transform to obtain meaningful instantaneous frequency 
information.  The resulting Hilbert spectrum represents amplitude and instantaneous 
frequency as a function of time.  

The Hilbert spectrum was calculated as described above for each trial employing 
matlab functions provided with the Hilbert-Huang Transform Data Processing System 
software toolkit (HHT-DPS v1.4.10) developed by the National Aeronautics and Space 
Administration, at Goddard Space Flight Center (http://techtransfer.gsfc.nasa.gov/HHT/).  

The resulting three dimensional time-frequency spectra were smoothed using a 2D 
Gaussian filter (sigma = [4ms, 2Hz], size = [10ms, 5Hz]).  To obtain latency estimates of 
the attentional modulation in each signal we first determined the largest value of LFP 
power across the two attention conditions within a frequency range 30-140 Hz for each 
time bin.  LFP gamma power was obtained after averaging within a 20 Hz window 
around the frequency with the maximum LFP power for the same bin.  The attentional 
latency was determined as the time corresponding to the first out of three consecutive 10 
ms bins that were significantly different in the two conditions (Wilcoxon rank-sum test, p 
< 0.05).  To compute the population average, the LFP gamma power per condition for 
each signal was normalized to the average gamma power across both conditions in a 200 
ms window before cue onset.  The attentional latency at the population level was 
estimated using the same criteria as for individual signals with a Wilcoxon sign-rank test.  
Moreover, we tested whether the estimated latencies at the population level were 
statistically different in the two areas by employing a permutation test similar to the one 
described for the firing rate attentional latencies. 

Directional Influences 

Granger causality Analysis: To measure directional influences between the FEF and 
V4 we employed Granger causality spectral analysis using parametric methods of spectral 
estimation.  According to Granger (S7), at a given point in time we can say that one 
stochastic process (Xt) is “causal” to a second stochastic process (Yt) if the autoregressive 
predictability of Yt is improved by the inclusion of past values of Xt.  To evaluate the 
relative strengths of influences between the two areas in the two directions (FEF to V4 
and V4 to FEF) we followed the approach described in (S8, S9).  This approach is based 
on the use of multivariate autoregressive time series models for the estimation of spectral 
quantities.  
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Briefly, as described in (S8), the bivariate autoregressive model (AR) for a pair of 
LFP recordings (FEF-V4) at time t (Xt) can be written as 

tkt

m

k

k EXA =−

=
∑

0
 

where m is the order of the model, Ak the 2x2 coefficient matrices and Et the residual 
error with covariance matrix Σ.  As a preprocessing step in our analysis, we subtracted 
the ensemble mean from each trial in every recording site and divided by the standard 
deviation (S9, S10).  This way (a) the first-order nonstationarity is removed from the data 
and (b) the ensemble of single-trial time series can be considered a stochastic process 
with zero-mean, as it is required for the autoregressive modeling method (S10).  To 
determine the relative strength of directional influences, granger causality values were 
computed for each condition using a single 500 ms window starting at the time of cue 
onset.  Moreover, to test the temporal evolution of the directional influences we 
conducted a separate analysis in successive windows of 150 ms advanced every 10 ms 
with the first window starting 275 ms before the cue onset.  By using short, highly 
overlapping time windows we can consider that the underlying stochastic processes are 
locally stationary.  We used a total of 121 windows.  For each window segment and for 
each pair of LFP signals the parameters of the AR model were estimated using the Burg 
algorithm for vectors (Nuttall-Strand method) and the model’s optimal order was 
determined using the Combined Information Criterion (S11, S12).  The model’s 
parameters (partial correlations matrices and the covariance matrix) were estimated for 
each trial separately and they were subsequently averaged across trials.  Test for 
stationarity included determining whether the set of partial correlations defined a 
stationary process.  With the model coefficients Ak and Σ estimated, the spectral matrix 
can be calculated: 

( ) ( ) ( )fHfHfS *Σ=  

where * represents matrix transposition and complex conjugation and H(f) is the transfer 

function .  The individual power spectra and cross 

spectra are elements of the 2x2 spectral matrix S(f) e.g. the power spectrum of channel 1 
would be given by element S11(f), that of channel 2 by S22(f) etc.  

( ) )0
2( )(

1

∑ =
−=

−m
k

ikffH eAk
π

According to (S13), the power at a given frequency for a given site consists of an 
intrinsic part and a part that can be predicted by the power from another site.  
Accordingly, one can define the Granger causality at each frequency as the ratio of 
predicted power to total power.  In mathematical terms the Granger causality spectrum is 
defined for each direction of influence for the two LFP time series (1 and 2 or FEF and 
V4 in this case) as (S8, S13): 
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with Σ11, Σ22, Σ12 elements of Σ.  
Granger causality spectral values were obtained as described above for each direction 

and each attentional condition in subsequent windows over time.  The designation of time 
corresponds to the center of each window.  Data for each direction were normalized to 
the mean value between 40 and 60 Hz across both conditions -200 to 0 ms relative to cue 
onset.  To estimate attentional latency Granger causality values in the gamma range (40-
60 Hz) were averaged.  The latency of the attentional effect for a given direction was 
estimated as the point in time where the first out of ten consecutive data points (spaced 10 
ms apart) was significantly different between the two attentional conditions (paired t-test 
p < 0.05).  A permutation test was employed to test whether the obtained latency 
estimates for the two directions were significantly different as described in the firing rate 
analysis.   

Moreover, to evaluate statistical significance in the Granger spectra we identified 
gamma Granger peaks in the time-averaged spectra calculated in the fixed 500 ms 
window and we assessed significance using a permutation procedure. Briefly, for each 
pair of signals we shuffled the trial order for the second LFP signal. This way we 
generated a distribution of Granger spectral values expected by chance. The peak gamma 
Granger values obtained from the original data were compared to this distribution. 

 

 

Supporting text 

 

Behavioral performance 

The monkeys performed with 84% hits on the target change (monkey 1: 87%, 
monkey 2: 82%) and 2% false alarms to the distracter change (monkey 1: 4%, monkey 2: 
1%). 
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Attention effects on firing rate 

More than 85% of the FEF recorded signals showed an enhancement with attention 
(chi-square p < 0.001) with a median increase of 16% for all neurons.  Similarly, more 
than 94% of V4 recorded signals displayed enhanced responses with attention (chi-square 
p < 0.001) with a median increase of 13% for all neurons (Fig. S1). 

 

Latency of attentional effects on firing rate data 

To rule out the possibility that earlier latencies in the FEF firing rates might be due 
to the larger attentional effect in FEF compared to V4 in the first 300 ms after cue onset, 
we carried out a control analysis including only multi-unit signals with attentional effects 
of similar size.  Signals that showed 20-40% increase with attention 100-350 ms after cue 
onset (35 signals in V4 and 85 signals in FEF) were included.  As with the entire 
population, this subset of signals showed that the distribution of latencies in FEF signals 
was shifted earlier compared to that in V4 (FEF median: 181 ms, V4 median: 281 ms; 
Wilcoxon rank-sum test, p <  0.001). 

 

Attention effects on coherence 

More than 66% of the recorded spike-LFP pairs in V4 and more than 64% of the 
pairs in FEF showed an increase in spike-field coherence in the gamma range, with a 
median increase of 14% and 16% in V4 and FEF, respectively.  Across the two areas, 
more than 60% of the recorded pairs showed enhancement in coherence with attention 
(chi-square, p < 0.001 for both pair types; V4 spikes – FEF LFPs, median increase 16%; 
FEF spikes – V4 LFPs, median increase 22%).  Similarly, more than 85% of the LFPs 
pairs recorded across the two areas showed an enhancement with attention with a median 
increase of 61% for all pairs (Fig. S2).   

 

Spatial selectivity in coherence 

Coherence was also computed between spikes in FEF and LFPs in V4 for sites with 
non-overlapping RFs.  We considered only FEF spike- V4 LFP pairs with FEF sites 
having RFs confined in the upper quadrant as indicated by the lack of a significant visual 
response to stimuli in the lower quadrant in the memory guided saccade task (prestimulus 
-150-0 ms, poststimulus 50-200 ms relative to stimulus onset; rank-sum test p > 0.05) and 
V4 sites with RFs confined in the lower quadrant.  We found 47 such pairs, 27 of which 
also showed significant sustained activity in the attentional task.  The result is shown in 
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Figure 2F of the main text and shows no significant differences (40-60 Hz, one way 
ANOVA, p = 0.86) among the two attention conditions (attention directed to the V4 RF, 
attention directed to the stimulus on the right hemifield) and the pre-stimulus period.  
Similar results were obtained for the condition where attention was directed in the upper 
quadrant.   

 

Effect of attention on phase relationships 

The relative phase of gamma coherence between spikes and LFPs was obtained for 
both attention conditions. Attention had no effect on these time/phase shifts, with a 
similar distribution of shifts observed in both attend-in and attend-out conditions 
(Kolmogorov-Smirnov test, FEF, p = 0.17; V4, p = 0.82; FEF spikes – V4 LFPs, p = 
0.70; V4 spikes – FEF LFPs p = 0.62).  The values for the attend-in condition are 
reported in the main text whereas here we report those for the attend-out condition for 
comparison: FEF, median phase = 0o; V4, median phase = -19o; FEF spikes - V4 LFPs, 
median phase = -152o; V4 spikes - FEF LFPs, median phase = 140o). 

 

Shuffled trials 

To rule out the possibility that any correlations reflected in coherence between the two 
areas arise from stimulus-locked responses, we conducted a control analysis which 
involved shuffling of trials for the LFP signals while maintaining the order of the trials 
for the spike channels.  The analysis was performed in a window 400 ms to 1200 ms after 
cue onset.  Coherence peaks were eliminated (Fig. S4) and the distribution of relative 
phases in the gamma range between spikes and shuffled LFPs across the two areas 
showed no preferred phase (Kuiper’s test FEF spikes – V4 LFPs, attend in: p = 0.10, 
attend out p = 0.09; V4 spikes – FEF LFPs, attend in: p = 0.12, attend out p = 0.07).  This 
finding confirms that the correlation and timing relationship between the two areas is not 
merely a result of stimulus-locked responses in the two areas. 
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Figure S1 
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Fig. S1 Distribution of mean normalized firing rate 100-800 ms following cue onset 
with attention inside (y-axis) and attention outside (x-axis) the RF of the recorded 
neurons. (A) Effect of attention in FEF neurons (B) Effect of attention in V4 neurons.  
Each point represents one signal.  The red circles indicate the median of the distributions.  
Points above the diagonal indicate a positive attentional effect (higher response with 
attention) whereas points below the diagonal indicate a negative attentional effect (lower 
responses with attention). 
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Figure S2 
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Fig. S2 Distribution of average coherence (40-60 Hz) with attention inside (y-axis) 
and attention outside (x-axis) the RF of the recorded signals (A) V4 spike-LFP 
coherence, (B) FEF spike-LFP coherence, (C) V4 spike-FEF LFP coherence, (D) FEF 
spike-V4 LFP coherence and (E) FEF LFP-V4 LFP coherence.  Each point represents 
one spike-LFP (or LFP-LFP) pair.  The red circles indicate the median of the 
distributions.  Points above the diagonal indicate a positive attentional effect (higher 
coherence with attention) whereas points below the diagonal indicate a negative 
attentional effect (lower coherence with attention). 
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Figure S3 
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Fig. S3  Distribution of relative phase of the STA of the LFP at spike occurrence. 
(A) Distribution of phases of STA of the V4 LFPs to V4 spikes, (B) Distribution of 
phases of STA of the FEF LFPs to FEF spikes, (C) Distribution of phases of STA of the 
FEF LFPs to V4 spikes, and (D) Distribution of phases of STA of the V4 LFPs to FEF 
spikes.  The inset on top illustrates a sine wave to indicate that phase values were 
calculated assuming a sine function for the gamma oscillation of the STA of the LFP.  
According to this convention the maximum negativity in the gamma oscillation 
corresponds to a phase value of 3π/2 rad or 270o.  Note an approximately half a cycle 
phase shift when comparing within to across areas phase relationships. 
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Figure S4 
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Fig. S4 Spike-field coherence and phase relationships after shuffling the LFP data. 
Spike field coherence (A) within V4, (B) within FEF, (C) between spikes in V4 and LFPs 
in FEF, and (D) between spikes in FEF and LFPs in V4.  Conventions as in Fig. 2.  
Tapers providing an effective smoothing of ±10 Hz were used for spectral estimation of 
higher frequencies (25-100 Hz, right part of each graph) and tapers providing smoothing 
of ±3Hz were used for lower frequencies (<25 Hz, left part of each graph). Insets show 
the distribution of average relative phases (40-60 Hz) for the condition where attention 
was directed inside the RF of the recorded sites. 
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Figure S5 
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Fig. S5 Cumulative distribution of LFP gamma power attentional latencies in FEF 
(solid line) and V4 (dashed line).  Distributions are shown as proportion of sites out of all 
recordings in each area. 
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 FEF V4 
Firing rate (population average), earliest latency 80 ms 130 ms 
Firing rate, median of latency distribution 160 ms 250 ms 
   
LFP gamma power (population average), earliest latency 120 ms 100 ms 
LFP gamma power, median of latency distribution 200 ms 210 ms 
 FEF→V4 V4→FEF 
Granger causality (population average), earliest latency 110 ms 160 ms 
 

Table S1.  Latencies of attentional effects on firing rates, LFP gamma power, and 
Granger causality values.  Latency values obtained from the average of all population 
data reflect the earliest latency measured in the population.   Median latencies are from 
the distributions of all individual latencies, measured within the first 300 ms postcue 
onset.   

 


