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The use of a tazonomy, such as the concept type
lattice (CTL) of Conceptual Graphs. is a cen-
tral structuring piece in a knowledge-based system.
The knowledge it contains is constantly used by the
system, and its structure provides a guide for the
acquisition of other pieces of knowledge. We show
how UMLS can be used as a knowledge resource to
busld a CTL and how the CTL can help the process
of acquisition for other kinds of knowledge. We il-
lustrate this method in the context of the MENELAS
natural language understanding project.

INTRODUCTION

Taxonomies and hierarchies are widely used in
medical knowledge based systems [1, 2.
knowledge representation formalisms indeed give
a central place to is-a hierarchies. In particuhr
the Conceptual Graph (CG) formalism [3] is or-
ganized around a central Concept Type Lattice
(CTL). The CTL provides the basic concept vo-
cabulary that all domain descriptions will be built
of. It is shared by the different knowledge sources
of the system. Its hierarchical structure deter-
mines the valid operations on knowledge represen-
tations. The issue is then to build this CTL.

UMLS [4] is a repository of a large body of med-
ical knowledge, and its semantic network [1] can
be used as a resource for this purpose. However,
UMLS is still limited in its coverage [5, 6], and
must be adapted to specific needs. The CTL built
using UMLS can then further help the process of
acquisition for other kinds of knowledge. We illus-
trate this method in the context of the MENELAS
natural language understanding project.

This paper is organized as follows. First, we start
with a brief recall of basic notions and related lit-
erature. Second, we describe the structuration of
knowledge in MENELAS, and the way it rests on a
CTL. Third, we show how UMLS has been used
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to initiate CTL building, then illustrate how the
CTL structures the knowledge acquisition process.
Finally, we discuss the advantages and further is-
sues associated with this approach.

BACKGROUND

Taxonomies and Hierarchies in Medical
Knowiledge Based-Systems

Hierarchies are commonly used to represent the
clinical vocabulary [7): for instance, ICD9 and
COSTAR or the axes used in SNOMED. MeSH
and HELP also use hierarchical representations to
organize the clinical vocabulary, but they allow a
number of terms to appear in more than one posi-
tion. The pecularity of each hierarchy is influenced
by its finality and its computational use. The con-
sequent differences influence the relational organi-
zation of the terms: some hierarchies use only is-a
relationships (ICD, CMIT), while others combine
them with other relations, such as is-a-parent, is-
part-of, associated-with, etc. in SNOMED (7).

Controlled clinical vocabularies often provide suf-
ficient information and can be used as knowledge
sources. Each concept represented in the con-
trolled vocabulary structure is generally accompa-
nied by its own semantics and definition. The con-
cept specific location(s) within a structured clin-
ical vocabulary and its relations with other con-
cepts allow the improvement of the quality of the
knowledge base. These features exist in several
controlled clinical vocabularies, and in particular
in UMLS. Several ways of using UMLS have been
suggested. They permit to share experiences and
to look for ways to enhance the use of UMLS
[8, 7, 9. Other UMLS users pointed out some
limitations in using UMLS (5, 6. These limita-
tions concern specific clinical domain coverage, or
specific use, e.g. patient record classification.

Conceptual Graphs

The CG formalism is a knowledge representation
language initially designed to capture the meaning
of natural language. CGs have been used in many



natural language understanding works [10, 11, 12}
as well as in specifically medical purposes [13].
CGs are used to build conceptual representations
through networks where concept nodes represent
entities, attributes, states and events linked by
conceptual relation nodes. Every node has a label:
a concept is noted within brackets, and a concep-
tual relation within parentheses, e.g.

G1 is [artery:*]->(link)->(heart:#132)]
All the operations on CGs depend on the way la-
bels can be compared.

We call support the possible labels for concepts
and for conceptual relations. A concept label is
made of a type and a referent whereas a concep-
tual relation label is a relation. There is a partial
ordering over types corresponding to an is-a hi-
erarchy. Types are organized in the concept type
lattice (henceforth CTL). Referents are either in-
dividual markers, pointing to a given entity, or a
variable (noted *), designing some entity. There-
fore, a concept label subsumes another if its type
and referent subsume or are equal to the type and
referent of the other. The relations have no par-
ticular structure in the basic theory. In MENELAS,
the relation hierarchical structure is a tree. The
CG G1 mentioned above could be a representation
for: “There is some artery connected to the entity
#132, which is a heart”.

The subsumption relation over labels, mainly
types, is the basis for CG operations. It induces a
subsumption relation over CGs. In the following
CGs: G2 is (heart:+].

G3 is [aorta:#45]->(1link)~->[heart:#132].
if we consider that aorta is a subtype of artery
in the support, then G2 is a generalization of G1,
and G3 a specialization of G1.

Understanding Medical Language

Medical texts contain vast amounts of informa-
tion. Their automatic analysis has been the sub-
ject of a large research area [14, 15|. Whereas
most early methods were essentially syntax-based,
recent approaches focus on the semantic represen-
tation of medical texts [11, 12, 16]. They enable a
deeper level of understanding, including the rep-
resentation of information that was implicit in the
texts but is evident for the target readers [16].

The objective of MENELAS (European project
AIM A2023) is to perform such an in-depth under-
standing of patient discharge summaries (PDSs) in
French, English and Dutch, to allow users to access
the information they contain. MENELAS adopts
a knowledge-based approach to natural language
understanding, and relies on a large body of med-
ical knowledge to perform its task.
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THE STRUCTURATION OF
KNOWLEDGE IN MENELAS

The MENELAS system relies upon the general hy-
pothesis that understanding a PDS consists in
building a conceptual representation of the world
situation linguistically described in the text, by
using conceptual knowiedge. Such a hypothe-
sis can be justified insofar as we are concerned
with technical reports that describe what happens
to the patient during a hospitalization. In this
purpose, the natural language analysis subsystem
of MENELAS uses both large coverage morpho-
syntactic analyzers and elaborated semantic and
“pragmatic” analyzers. The semantic analyzer
deals with sentence semantics and handles the lit-
eral meaning of sentences. This analyzer builds
a conceptual graph from a sentence by associat-
ing concepts to words thanks to a semantic lex-
icon. Roughly speaking, the semantic analyzer
goes from words to concepts. The pragmatic ana-
lyzer relies on medical and common-sense knowi-
edge to deal with implicit information: it uses
pieces of knowledge to infer new concepts, rep-
resenting additional information, from previous
ones. Roughly speaking, the pragmatic analyzer
goes from concepts to concepts.

As previously said, adopting the CG formalism
constrains the way we represent knowledge in our
system. While concepts have types that are hi-
erarchically organized in an is-a lattice, relations
are organized in an is-a tree. These structures
are the backbone of knowledge representation in
MENELAS and provide guidelines for acquiring this
knowledge. We distinguish three basic types of
knowledge: catalogs, schemas and scripts.

Catalogs contain pieces of knowledge which detect
when a literal meaning found by the semantic ana-
lyzer has no pragmatic value: there exists no possi-
ble situation corresponding to what the graph rep-
resents. Such catalogs contain necessary truths,
that must be satisfied by any representation. Any
non-conforming graph is discarded. Schemas are
pieces of knowledge that enable inference on the
remaining graphs. Such inferences are intended
to complete the conceptual representation. They
can be either context independent or context de-
pendent, i.e. by default. In the first case, these
inferences are performed before the integration of
what is being understood to the current text repre-
sentation and in the second case, afterwards. Inte-
gration is guided by scripts, which capture knowl-
edge about temporal aspects, i.e. the evolution of
the situation. Since PDSs tell a story, temporal
information is particularly important for integrat-
ing into a story representation the various pieces
of information extracted from a text. Additional



inferences on the pathophysiological state of the
patient are performed by a causal probabilistic
network (CPN). Scripts and the CPN are not dis-
cussed here.

BUILDING THE CTL

We describe here the construction of the CTL. The
following section will show the way the CTL guides
the acquisition of catalogs and schemas.

The Contents of the CTL

The very philosophy of the CG formalism hinges
on the concept type lattice and the relation tree,
along with the representation in each concept of
a type (intensional definition of the concept) and
a referent (extensional definition of the concept).
The overall organization of knowledge is deter-
mined in part by the CG formalism.

We found that the CTL building process must con-
form to several principles. First, the CTL captures
context independent knowledge, that is, properties
that are intrinsic to the concept being described.
For example, the fact that the aorta is a kind of
artery is always true, in any context. In contrast,
that a disease like diabetes may be a risk factor
for cardiovascular problems is not intrinsic to di-
abetes, but to the role it plays in the pathophys-
jological process under consideration. Second, is-
@ transitivity must obtain throughout the CTL.
A common mistake consists in confusing part-of
links with is-a links. Also, each new type should
be introduced at the most specialized place where
- it is still a generalization of all its descendants.
Third, the CTL contains only concepts but no
words: each concept type should have a single
meaning, even when it has muitiple parents in
the lattice; and each notion must be represented
by a unique concept type. Linguistic phenomena
like synonymy are handled by the semantic lexi-
con that attaches a same concept to various syn-
onyms. The pragmatic analyzer and its knowledge
are concerned only by conceptual representations
and is independent of their linguistic realizations.
The latter are handled by the semantic analyser.

Using UMLS as a Resource

There exists no universally admitted method for
building a CTL. Our approach is empiric [1], based
on personal experience, on the experience of other
teams (17, 11| and influenced by the task of our
system. Validation is done manually on a case
by case basis. We set as an objective to estab-
lish a well-structured higher part of the CTL, from
which all other concept types will inherit, and an
exhaustive lower part, consistent with both the
lexicon and the knowledge base. The above prin-
ciples guided the construction of the CTL.
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Our starting point was the semantic hierarchy ex-
tracted from the UMLS semantic network, where
only is-a relations have been kept [1]. The ad-
vantage was to build on an existing,’large cover-
age categorization of medical concepts, established
from numerous sources (4]. The other semantic re-
lations contributed to our relation hierarchy.

Adapting UMLS Locally

Categorization in UMLS is restricted to semantic
types, contrasted with metathesaurus entries, and
is thus moderately deep; we have taken some dis-
tance from this initial structure. On the one hand,
our purpose is different from that of UMLS, and
we had to cater for general concepts that are use-
ful for natural language understanding. This adds
structure to the higher part of the CTL. On the
other hand, we focus on the domain of cardiology,
and we had to enrich and refine some of the lower
parts of the hierarchy. As a result, our CTL is
deeper than and its structure is different from the
UMLS semantic hierarchy.

Useful notions for natural language include time,
space, measurable entities, unsts of measure, at-
tributes and values. These entries could already
be found in UMLS, except measurable entities and
units of measure, but we inserted them directly
under the root of the CTL. We have organized
most other concept types in the general categories
of timed (e.g., action, state) and object (e.g., or-
gan, drug), according to whether or not they can
be dated. However, below these, we have kept
a large number of UMLS entries (and all the se-
mantic types that they bear), but we reorganized
them to fit our needs; the most noticeable ones
are anatomical structure, biologic physsiologic and
pathologic function, chemical viewed functionally,
health care activity, finding. We also removed sev-
eral branches where concept types correspond to
notions that are never mentioned in our PDSs
(about 60 semantic types out of 134 in Meta 1.2).
This is the case for chemical for which we only
kept the functional part, for organism, for activity,
for which we only kept health care activity. The
exact number of concepts that we added is less
meaningful, given the much finer granularity of
our CTL. For instance, under body part, organ or
organ component, we introduced vessel then blood
vessel then artery then coronary artery then cir-
cumflez artery, which can be found in UMLS, but
as metathesaurus entries. Our CTL currently con-
tains 772 concept types.

We included the UMLS relations in our relation
hierarchy, since they give a good description of
medical semantics. We completed them with more
general relations dealing with time, space, values
and more general roles such as agent [10].



The above work relied on three sources of infor-
mation: a PDS corpus, medical encyclopedias and
dictionaries, and medical articles. We studied a
corpus of one hundred PDSs coming from sev-
eral hospitals, with two purposes in mind: (i) to
get an exhaustive view of the notions used in the
PDSs of the domain; these notions were abstracted
from the most frequently used words and expres-
sions; (if) to know where to insert medical con-
cepts in the CTL; we examined the context of use
of these notions, in order to identify proximities
(is-a relationships) between them. Starting from
terms occurring in the PDSs, this step allowed to
complete and sometimes reorganize the UMLS se-
mantic tree. This method can be compared with
(18], who starts from the metathesaurus concepts
to build and refine the semantic network. The
medical encyclopedias and dictionaries [19] help to
check for internal CTL consistency and absence of
redundancy. Finally, publications in medical jour-
nals help to understand the context of use of some
notions, such as new therapeutic techniques.

USING THE CTL FOR ACQUIRING
KNOWLEDGE

The knowledge we use to understand a PDS does
not consist of an unordered set of rules or unorga-
nized atoms: this knowledge is highly structured
by relations such as is-a and part-of, that define
abstraction levels. In MENELAS, every piece of
knowledge can be represented at the appropriate
level of abstraction by being associated with a con-
cept in the CTL, and inherited by the lower levels.
We illustrate this with catalogs and schemas.

Catalogs

In order to build the catalogs, we start from con-
cepts in the higher part of the CTL and examine
the relations they can have. Then, by manual spe-
cialization, using domain knowledge, we progres-
sively go down to the lower parts of the CTL. Our
starting point was once again a portion of UMLS:
the set of constraints on the semantic types which
can participate in a relation. This was possible
since a large number of concepts in our CTL are
borrowed from the UMLS semantic network. The
principle here was to remain within the framework
of constraints, which restrict the allowable con-
ceptual representations but should not themselves
bring any new information: catalogs filter, while
schemas add information.

We illustrate the approach on concept type

fully_formed_anatomical_structure and its descen-

dants. A UMLS relation yields the constraint:

Cat. [fully_formed_anatomical_structure]-
(location_of)->(pathologic_function]

By manual specialization in the CTL, we added
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Cat. [artery]->(location_of)->(stenosis].

where artery is a  specialization of
fully_formed_anatomical_structure, and stenosis is
a specialization of pathologic. function in the CTL.

Schemas
Schemas are assembled from the concept types
present in the CTL and correspond to notions oc-
curring in the PDSs. They are possibly augmented
by an expert as deemed necessary. By navigating
through Meta-1, we obtained information on the
contexts and definitions of terms. The two main
principles in this part of the knowledge base were
to avoid redundancy and to stop the description at
the right level of detail. The guide here was again
the information found in the PDS corpus. In the
following simplified example schema,
Schema [stenosis:ex]<-(location_of)<-[artery]
is [stenosis:e*x]-

(attzr)->(degree]-

(val)->(number]->(unit)~>(percent].

(attr)=~>{1length]

(causes)<-{atherosclerosis] .
the structure of the schema comes from the el-
ements found in the PDSs for the first two re-.
lations. Additional pathophysiological knowledge
was used to produce the last relation. The struc-
ture of this schema conforms to the level of de-
tail found in PDSs; the pathophysiological preci-
sion on atherosclerosis allows the system to link a
stenosis with other consequences of atherosclero-
sis, and in particular with clinical ones.

DISCUSSION

The UMLS semantic hierarchy was the starting
point of our CTL. UMLS’s global view of medical
language enabled us to begin with a large coverage,
documented, shared basis. However, differences
in purpose — integrating medical information re-
sources vs understanding cardiology PDSs — have
lead us to move towards a structure more adapted
to our needs. We kept about half of UMLS’s se-
mantic types: the ones the most related with the
patient (anatomical structure, biologic physiologic
and pathologic function, chemical viewed function-
ally, heaith care activity, finding and their descen-
dants), present in any health care domain. We
reorganized them according to the needs of our ap-
plication domain, in particular by creating concept
types for time-related vs non-time-related notions.
We also introduced in the lower parts of the CTL
a level of granularity much finer than in the UMLS
semantic hierarchy — although finer details can be
found in Meta-1. The resulting CTL includes 772
concept types, with a depth of 12. These changes
were motivated by the fact that the organization
of our system gives the CTL a central role in the
structuration and hence the acquisition of knowl-



edge. All the concept types and their hierarchical
links are then used for the construction of the se-
mantic lexicon and the knowledge base.

This work gave a central role to the is-a rela-
tion. More generally, one could think of a concept
type lattice for other relations such as part-of. In
fact, the crucial point is the transitivity of the re-
lation, which enables inheritance and representa-
tional parsimony. The CG formalism relies upon
the is-a relation because of the particular role of
taxonomies for representing empirical knowledge.

One of the issues that we encountered involved
notions such as risk factors, which, as pointed out
above, are not defined intrinsically. Such a notion
is in fact relational, and is best represented with
a relation, here, risk_factor.of. We then use the
schemas to define which concepts play the role of
risk factors relative to which disease, by adding to
their schemas relations such as the following:
[diabetes]->(risk_factor_of)->{heart_disease]
Finally, in the lexicon, the term “risk factor” will
be defined as “something which bears relation
risk_factor_of to a disease.”

Having an important common kernel with UMLS,
besides providing an initial coherent structure, al-
lows the subsequent use of other UMLS compo-
nents. It also facilitates the maintenance of the
knowledge base as new versions of UMLS come
out. The UMLS semantic relations other than is-
a provide the starting point of our catalogs, and
the Meta-1 terms definitions and contexts consti-
tute as many clues for the structuration of the
lower levels of the CTL and for the construction
of schemas.
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