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This material includes supplemental descriptions and figures on.

1. force field parameters and MD simulation protocols,
2. kinetic model used to calculate CO transition rate by MD simulations,
3. three- and one-dimensional free energy maps of the CO migration pathway,
4. a variance-covariance matrix used for the linear response theory (LRT) analysis,
5. external forces used for the LRT analysis,
6. protein responses to the external forces coupled with the Xe4-to-Xe2 and Xe2-

to-Xe1 transitions of CO,
7. contributions of principal component (PC) vectors to protein responses coupled

with the Xe4-to-Xe2 and Xe2-to-Xe1 transitions of CO,
8. derivation of a generalized Langevin equation given by Eq. (12),
9. expressions of Mean First Passage Time (MFPT), and

10. evaluation of parameters of MFPT and a transition state theory (TST) rate
expression.

1 Force field parameters and MD simulation proto-
cols

MD simulations were performed by AMBER program package with the parm99
force field (1), TIP3P water model (2) and a set of heme parameters by Giammona
and Case (3). The effective partial atomic charges of the unbound CO were set to be
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-0.021e and 0.021e on the C and O atoms, respectively, so as to reproduce a dipole
moment determined experimentally,µ = 0.11 Debye. Two parameters of the non-
bonded interaction (12-6 Lennard-Jones potential function), a radius and well depth
parameter, were set to be 1.85 Å and 0.12 kcal/mol on the C atom, respectively.
For the O atom, these were set to be 1.60 Å and 0.20 kcal/mol, respectively. We
employed those parameter sets for all MD simulations in the present study as well
as metadynamics MD simulations in a previous study by us (4) for calculation of
three-dimensional free energy profile of CO migration.

The present two-site point charge model for CO lacks higher order multipole
electrostatic interactions. The higher order multipole interactions have been shown
to be significant for the description of the vibrational spectra (5–8), which are known
to be very sensitive to the electrostatic interaction. However, the free energy profile
and the CO migration dynamics are expected to be at least qualitatively described by
the two-site model. It is noteworthy that the free energy profile for the CO migration
between the distal pocket (DP) and Xe4 obtained by the previous study (4) is in line
with that by a recent study by Banushkina and Meuwly (9) where newly developed
sets of the force field for heme and CO were employed. For example, the barrier
heights of the DP-to-Xe4 transition were computed to be 1.3 kcal/mol in both stud-
ies, although the CO-heme electrostatic interaction exists in the initial state where
CO occupies DP. Detailed examination of the free energy profile including free en-
ergies of the CO binding sites, transition states and one-dimensional projections of
the three-dimensional free energy map has been reported in Ref. (4). Furthermore,
the ligand migration dynamics and the protein conformational changes for L29W
mutant were successfully simulated in a study by Hummer et al. (10), where a
two-site charge model was used. Although the lack of the higher order interactions
introduces some small errors, in order to keep internal consistency of the linear re-
sponse analysis, we used the two-site model in the present MD simulations as well
as the previous study (4).

Temperature and pressure in the MD simulations were controlled to be 300 K
and 1 atm, respectively, by Berendsen algorithm (11). Particle-mesh Ewald algo-
rithm (12) was used for long-range electrostatic interactions, and other short-ranged
nonbonding interactions were calculated using a cut-off of 12 Å. A time step was
set to be 1.0 fs. The SHAKE algorithm (13) was applied to the bonds including
hydrogen atoms.

2 Kinetic model used to calculate CO transition rate
by MD simulations

The kinetics of a CO migration between DP and Xe4 derived by MFPT theory was
compared with the direct 10-ns MD simulations (the simulation (d-i) in Methods).
In the 30 trajectories, transitions from DP and to a protein surface or other sites
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were observed in 12 trajectories. Thus,PDP(t) was evaluated with the remaining
18 trajectories. The numbers of the transition between DP and Xe4 observed in the
simulations were 26 for forward (DP→ Xe4) and 19 for backward (Xe4→ DP). We
computed the rate constants for the forward and backward transitions between DP
and Xe4 sites,kf andkb, respectively, by fitting a time evolution of the normalized
populationPDP(t) of the two-states model to that obtained by the MD trajectories.

PDP(t) = 1+
kf

kf + kb

{
e−(kf+kb)t − 1

}
(1)

The use of the simple two-states model for the transition between DP and Xe4 is
justified as follows. As observed in experiments (14, 15) and in the present study,
transitions from the DP and Xe4 to other Xe cavities and the binding to heme are
much slower than transition between DP and Xe4. Thus, the DP-Xe4 transition is
kinetically well separated from other processes and is expected to be well approxi-
mated with the two-states model.

3 Three- and one-dimensional free energy maps of
the CO migration pathway

The three-dimensional free energy map shown in Fig. 2 was computed by meta-
dynamics simulations carried out previously (4). In the metadynamics simulations,
repulsive biasing potential functions acting on the center of mass of CO were adap-
tively placed in three-dimensional space to enhance sampling of the CO distribution.
The simulation found a CO migration pathway from DP to Xe1 via Xe4 and Xe2
as shown in Fig. 2. A three-dimensional free energy map shown in Fig. 2 was
also calculated by the metadynamics simulation with a further refinement. Figure
S1 shows the one-dimensional free energy profiles of the cavity-to-cavity transition,
DP-to-Xe4, Xe4-to-Xe2, and Xe2-to-Xe1, projected onto the line between the cen-
ters of those sites (4). Table S1 summarizes the free energies at DP and Xe sites in
the migration pathway along with the activation free energies separating those sites.

Table S1: Free energies at the minima of DP, Xe sites and activation free energies
of transitions between the neighboring sites (kcal/mol) reported in ref. (4)

site DP → Xe4 → Xe2 → Xe1
∆G 0.00 -0.40 0.54 -0.60
∆G‡ 1.34 2.65 1.42
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Figure S1: One-dimensional free energy profiles of the cavity-to-cavity transitions
of CO, (a) DP-to-Xe4, (b) Xe4-to-Xe2, and (c) Xe2-to-Xe1, computed by a meta-
dynamics simulation (4)

4 A variance-covariance matrix used for the LRT anal-
ysis

A variance-covariance matrix used for the LRT analysis was constructed for coor-
dinates of heavy atoms sampled at every 50 fs from a trajectory computed by the
simulation (c) described in Methods. We excluded the coordinates of side chains of
residues on the protein surface exposed to bulk solvent from the variance-covariance
matrix (see below for a list of the excluded residues), because the fluctuations of
those surface groups are very large and thus introduce errors due to deviations from
the second order fluctuation. Note that the migration pathway connecting DP, Xe4,
Xe2, and Xe1 investigated in the present study goes through the interior of the pro-
tein, and is not exposed on the surface of the protein. Hence, no direct interactions
of CO with the surface groups are established in the migration along the pathway,
and the migration dynamics is little affected by the surface groups. This is consistent
with the results by Cohen et al. (16), suggesting that surface groups add no effect
on the free energy associated with the ligand migration inside Mb, whereas the free
energy inside the protein is influenced by interior residues. Below is a list of the
residues whose side chains were truncated.
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GLY1, LEU2, SER3, ASP4, GLY5, GLU6, GLN8, GLN9, LEU11, ASN12, GLY15,
LYS16, GLU18, ALA19, ASP20, ILE21, ALA22, GLY23, GLU27, ARG31, HR34,
GLY35, HIS36, PRO37, GLU38, GLU41, LYS42, ASP44, LYS45, LYS47, HIS48,
LEU49, LYS50, THR51, GLU52, ALA53, GLU54, LYS56, ALA57, SER58,
GLU59, ASP60, LYS62, LYS63, HIS64, THR66, VAL67, THR70, ALA71, GLY73,
GLY74, LYS77, LYS78, LYS79, GLY80, HIS81, GLU83, ALA84, GLU85, LYS87,
PRO88, LEU89, GLN91, SER92, THR95, LYS96, HIS97, LYS98, PRO100, ILE101,
LYS102, TYR103, GLU105, PHE106, ASP109, ILE112, HIS113, HIS116, SER117,
LYS118, HIS119, PRO120, GLY121, ASP122, GLY124, ALA125, ASP126,
ALA127, GLN128, GLY129, THR132, LYS133, GLU136, LEU137, ARG139,
ASN140, ASP141, ALA143, ALA144, LYS145, LYS147, GLU148, LEU149,
GLY150, PHE151, GLN152.

5 External forces used for the LRT analysis

First, the molecular origins of the external forces were examined. The external
forces coupled with the DP-to-Xe4 transition were calculated, in terms of the van der
Waals (vdW) interaction, the electrostatic interaction with a dipole moment of CO,
µ = 0.11 Debye, i.e., the same value as that of the two-site model used in the present
MD simulation, and that with a quadrupole moment, respectively. A three-site

Figure S2: External forces acting on the atoms of Leu29, originated from the non-
binding interactions of the CO molecule. (a) van der Waals (vdW), (b) electrostatic
with a dipole moment of CO and (c) electrostatic with a quadrupole moment of CO.
The forces are scaled by the vdW force acting on Cδ2 atom of Leu29.
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model (5) was used to represent the quadrupole moment. CO was put on the position
corresponding to the top of the free energy barrier between DP and Xe4 obtained
by a previous study (4). For the protein structure of Mb, the average structure of
Mb obtained by a 10-ns MD calculation (the simulation (c)) was used. The external
forces acting on the heavy atoms of Leu29, to which the largest external forces are
applied by the interaction with CO (see text), are shown in Fig. S2. The result shows
that the vdW interaction of CO at the transition state for the CO migration process
is dominant, and the electrostatic interactions give negligible contributions.

Figure S3 also depicts large external forces acting on the atoms of the protein
groups coupled with the cavity-to-cavity transitions, DP-to-Xe4, Xe4-to-Xe2, and
Xe2-to-Xe1 calculated by Eq. (6).

Figure S3: External forces acting on protein groups due to interaction with CO in
the transition state regions of the cavity-to-cavity transitions. The forces acting on
atoms of (a) Leu29 in the transition between DP and Xe4, (b) Ile107 between Xe4
and Xe2, (c) heme between Xe4 and Xe2, and (d) Phe138 between Xe2 and Xe1 are
depicted. The forces are scaled by the maximal force in each transition.

The magnitudes of the external forces were adjusted so as to give the protein
responses optimal for the channel openings which minimize potential energies of
the system,V, at the free energy barrier tops. The potential energy of the system is
expressed as

V(|δr|) = VvdW(|δr|) + kBT
2
δr tKδr (S2)

wherekB is Boltzmann constant,T is a temperature (300 K),δr indicates the protein
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response andVvdW is the vdW interaction of CO with the protein groups at the free
energy barrier top.K is the inverse of the variance-covariance matrix,

{K}−1
i j =

⟨
∆r i∆r j

⟩
. (S3)

As the channel opens, the vdW repulsion decreases because the overlaps of the CO
distribution with the protein groups decrease. As contrary, the second term of Eq.
(S2), which represents the protein deformation energy in the linear response approx-
imation, increases. Hence the potential energy of the system exhibits a minimum
at which the magnitude of the protein response is optimal for the cavity-to-cavity
translocation of CO through the channel. The potential energy was therefore used
as a measure to determine the optimal magnitude of the protein deformation, i.e.,
the channel opening along the protein response coordinate.

Figure S4: Probability distribution of protein response to the CO migration. The
probability distribution of (a) the migration between DP and Xe4, (b) Xe4 and Xe2,
and (c) Xe2 and Xe1 are depicted.

Figure S4 depicts probability distributions of V,

p(|δr|) ∝ exp[−V(|δr|)/kBT]. (S4)

As seen Fig. S4, the probability distributions exhibit maxima, i.e., the potential
energies of the system exhibit minima, at|δr| = 4.8 Å in the migration between DP
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and Xe4, at|δr| = 3.0 Å between Xe4 and Xe2, and at|δr| = 2.8 Å between Xe2 and
Xe1. The protein responses for the maximum values ofp(|δr|) are shown in Figs. 3
and S5.

Finally, the external forces for transitions at the barrier tops were examined. The
external forces for the transition between DP and Xe4 mainly act on Cδ2 and Cδ1
atoms of Leu29 in the B helix as discussed in the text. Similarly, the external forces
for the other transitions were observed to act on relatively localized atoms. For
the transition between Xe4 and Xe2, the external forces act on an atom of heme (a
terminal carbon atom of a vinyl group at C3) as well as that of a protein side chain
(Cδ1 of Ile107). The transition between Xe2 and Xe1 mainly gives forces acting on
atoms of Phe138, especially Cϵ2.

6 Protein responses to the external forces coupled with
the Xe4-to-Xe2 and Xe2-to-Xe1 transitions of CO

Figure S5 shows protein conformational changes in response to the external forces
coupled with the Xe4-to-Xe2 and Xe2-to-Xe1 transitions of CO calculated by Eq.
(5). The protein responses to the DP-to-Xe4 transition are depicted in Figs. 3 and
4. Large components of the protein response to the migration between Xe4 and Xe2
are also shown in Figs. 2(b) and S5(a). A vinyl group of heme undergoes a large
displacement by the external force acting on the same group, indicating that the vinyl
group of heme acts as a gate for the transition. An outward movement of Leu86 at
the F helix was also observed. Figures S5(a) and S6(a) also show that collective
motions are also induced by the external perturbation in CO migration between Xe4
and Xe2. Compared with the transition between DP and Xe4, the collective motions
are small and all helices move almost evenly and slightly. Since the gating motion
appears at the cofactor heme, the motion is considered to correlate only weakly with
the protein modes. The protein conformational changes for the migration between
Xe2 and Xe1 are shown in Figs. 2(b), S5(b) and S6(b). A large outward movement
of Phe138 is induced by the external forces acting on the same residue. Collective
motions associated with the movement of Phe138 are observed mainly in the regions
close to the residue, although the motions are not very extensive compared with
those for the transition between DP and Xe4.
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Figure S5: Protein conformational changes in response to the external forces cou-
pled with the CO transitions between (a) Xe4 and Xe2, and (b) Xe2 and Xe1. Red
dots represent protein responses and blue dots RMSF calculated from a 10-ns MD
trajectory (the simulation (c) in Methods).

Figure S6: Protein backbone structural changes in response to the external forces
coupled with the CO transitions between (a) Xe4 and Xe2, and (b) Xe2 and Xe1.
Backbone traces of the average structure of the unperturbed deoxy Mb and of dis-
placed structures undergoing the protein conformational changes in response to the
external force are depicted in tube representation colored in blue and orange, respec-
tively. Arrows in red along with labels of the helices indicate directions of the large
conformational changes. To see the protein responses easily, the protein responses
are depicted to be three times as large as one in Fig S5.
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7 Contributions of the PC vectors to the protein re-
sponses coupled with the Xe4-to-Xe2 and Xe2-to-
Xe1 transitions of CO

Figure S7 shows relative and accumulated relative contributions of the PC vectors
to the protein displacements in response to the external forces coupled with Xe4-to-
Xe2 and Xe2-to-Xe1 transitions of CO. The contributions to the protein response to
the DP-to-Xe4 transition are described in Fig. 5.

Figure S7: Relative contributions of PC vectors (dots and dotted lines) up to
50 cm−1 and accumulated relative contributions (solid line) to protein conforma-
tional changes in response to the external forces coupled with the CO transitions
between (a) Xe4 and Xe2, and (b) Xe2 and Xe1.

8 Derivation of a generalized Langevin equation given
by Eq. (12)

A generalized Langevin equation given by Eq. (12) is derived by a procedure de-
scribed in refs. (17, 18). A brief derivation is described below. As shown in Eq.
(12), Hamiltonian that takes into account fluctuations up to the second order in an
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N-dimensional PC space is expressed as,

H =
1
2

ẋt ẋ +
1
2

xtω2x (S5)

wherex andω indicate coordinates of the protein in the PC space and their effec-
tive frequencies, respectively. Note that the frequency matrixω2 is diagonal in the
PC space. The PC space is partitioned into two spaces, a one-dimensional space
(vector) along the protein response,s̃, given by Eq. (11) and the other (N− 1) space
orthogonal tõs, Ũ. Those vector and matrix define the coordinatesS andX which
represent the protein response and the coordinates orthogonal toS by the relations
of Eq. (10) and

X = Ũtx (S6)

respectively. By the space partition, the potential term in Hamiltonian is rewritten
with the coordinatesS andX as,

V =
1
2
Ω2S2 +

1
2

(X + ω̃−2
QQω̃

2
QPS)tω̃2

QQ(X + ω̃−2
QQω̃

2
QPS) (S7)

where

Ω =

√
ω̄2 − ω̃2

PQω̃
−2
QQω̃

2
QP, (S8)

ω̄2 = s̃tω2s̃=
∑

i

ωi
2si

2, (S9)

ω2
QP = ω

2s̃− s̃ω̄2 = Ũω̃2
QP, (S10)

ω2
PQ = s̃tω2 − ω̄2s̃t = ω̃2

PQŨt, (S11)

ω2
QQ = ω2 − s̃s̃tω2 − ω2s̃s̃t + s̃ω̄2s̃t = Ũω̃2

QQŨt. (S12)

It is easily shown that an equation of motion forS derived from Hamiltonian Eq.
(S5) corresponds to a generalized Langevin equation forS given by Eq. (12), i.e.,

S̈ = −Ω2S −
∫ t

0
η(t − t′)Ṡ(t′)dt′ + R(t) (S13)

whereη(t) is the friction kernel expressed as

η(t) = ω̃2
PQω̃

−2
QQ cos(ω̃QQt)ω̃2

QP, (S14)

and satisfies the fluctuation-dissipation relation with the random forceR(t),

< R(0)R(t) >= kBTη(t). (S15)

Time evolutions of the friction kernels are depicted in Fig. S8.
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Figure S8: Time evolution of friction kernelsη(t). Red, blue and green lines repre-
sentη(t) for the protein response motions coupled to the transitions between DP and
Xe4, Xe4 and Xe2, and Xe2 and Xe1, respectively.

9 Expressions of MFPT

MFPT given by Eq. (1) was derived by Schulten et al. (19). Here, we briefly explain
MFPT. For a double-well potentialV(x) along the reaction coordinatex, where two
states, A and B, are separated by a potential barrier, the probability distribution is
defined as

pi(x) = Zi
−1 exp(−V(x)/kBT)

{
x ≤ 0 if i = A ,
x ≥ 0 if i = B

where the barrier top is located atx = 0 and

Zi =

∫ rb

ra

dxexp(−V(x)/kBT)

{
ra = −∞ and rb = 0 if i = A ,
ra = 0 and rb = ∞ if i = B .

The probability distribution,PCO(r), obtained in our previous study (4) was em-
ployed to calculatepi(x).

MFPTτ for the barrier crossing reaction A→ B is

τ = τ1 + τ−2ZA/ZB (16)

where

τi =

∫ rb

ra

dx[D(x)pj(x)]−1

[∫ rd

rc

dypj(y)

]2

{
j = A, ra = −∞, rb = 0, rc = −∞, and rd = x if i=1,
j = B, ra = 0, rb = ∞, rc = x, and rd = ∞ if i=-2

andD(x) is the position dependent diffusion constant. We neglect the position de-
pendences of the diffusion constants and employed diffusion constants evaluated at
the barrier tops (see, the main text for discussions).
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10 Evaluation of parameters in MFPT and TST rate
expression

Parameters in MFPT and TST rate expressionsωa, γa andγb, i.e., the frequency
of the free energy well and the friction constants of the wells and the barrier tops
were evaluated with the mean square displacements in the wells and around the
barrier tops, respectively, obtained by MD simulations (the simulations (d-ii) and
(e) described in Methods). A mean square displacement for an over-damped motion
with a frictionγ in a harmonic well with a frequencyω is expressed as

∆R2(t) = ∆R2(∞)

[
1− exp

(
−ω

2

γ
t

)]
. (S17)

The well frequencyωa is therefore determined by

ωa =

√
3kBT

m∆R2(∞)
(S18)

wherem is the mass of CO. Relaxation time in the mean square displacement in
an over-damped regime,τ = γ/ω2, together withω also determines the frictionγ.
Those quantities were evaluated by fitting them in Eq. (S17) to the mean square
displacements computed by MD simulations as shown in Fig. S9.

The mean square displacements obtained by the MD simulations exhibit sharp
rises in∼ 2 ps due to inertia motions followed by exponential increases representing
the over-damped motions. Therefore, the latter relaxation curves (2 to 50 ps) were
fitted to a modified functional form

∆R2(t) = ∆R2(∞) − Aexp(−t/τ) (S19)

where∆R2(∞), A andτ are the fitting parameters.
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Figure S9: Mean square displacements in DP, Xe sites and barrier tops between
neighboring sites obtained by MD simulations (red lines) and curves given by Eq.
(S19) fitted to the MD displacements (blue lines). (a) DP, (b) Xe4, (c) Xe2, (d) Xe1,
(e) between DP and Xe4, (f) between Xe4 and Xe2 and (g) between Xe2 and Xe1.
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