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Supporting Online M aterial
MATERIALSAND METHODS

Construction and characterization of fluorescent fusion strains.

Genes were replaced by their fluorescent versisrikeacribed previoushsl). In brief, genes
coding for YPet and Kanamycin resistance cassedte amplified from the plasmid pROD10
(carrying 11aa linker precedirypet and followed byfrt flankedkan), using primers with 50

nt overhangs with homologous to the place to berted. DNA fragments were gel purified
and ~1ug was used for electroporation of AB1157 cells expressing\-Red proteins from
pKD46 (&2). Correct insertion of the fragment into the chosiome was assayed by PCR.

In the case of DnaN, where YPet was fused to iterinus, a similar strategy was
used but using the plasmid pROD44 carrying the sganes in an inverted orddrt(flanked
kan andypet followed by 11aa linker). After insertiokan was removed by expressing Flp
recombinase to prevent changes in the expressidmabdf caused by the promoter kdn,
leaving arfrt scar immediately upstream of the initiation codbiY®eet.

DnaX (y) was produced by site directed mutagenesis chsnptl carrying thenaX-
ypet fusion followed by a Kt marker. The original frameshifting sequence (gaaagagtga)
was mutated to a sequence that prevents the fréfingsibaaGaagagtgayg); this allele was
used to replace the original copydriaX. y-mYPet was expressed from a xylose promoter at
theargE locus in theE. coli chromosome. The fusion gene was first clonedplaamid and
carried the sequence encodinigllowed by an 8 aa flexible linker amdYPet and a linked
Cm® gene.

¥ andy fused to a degron tag were constructed using andasarrying a sequence
coding for a 6 aa linker, myc tag, 2 aa linker #r&lDAS+4 degrontag (SAGSAAEQK
LISEEDLSSAANDENYSENYAD A SH), followed by a Krfi gene. Primers
carrying 50 nt sequences identical to the 3’ ertldownstream region ¢iblC andholD
were used to amplify the fragment from the plasarid subsequent introduction to the cell
by lambda red. Gene fusions were subsequentlydated into a strain carryingZsspB and
an ectopic copy aspB under the regulation of arabinose promoter (gdtrfrR. Sauer’s lab).

To ensure that the cells carrying the gene fudi@sve as wild type, their growth
and replication parameters were determined. Thergéon time for wt cells grown at 37
in minimal medium with glycerol as a carbon sousr@s ~110 minutesSl). The generation
time in both minimal medium and rich medium for fosion strains was similar with less
than 10% of change, suggesting that the gene iosgrid not affect their growth (table S1).
The distribution of DNA content in a population whsn compared by FACS flow cytometry
(fig. S2B and S10). The strains did show patteimdar to wt in asynchronous and



synchronized cultures (by run-out experiments)tharrconfirmation on the benign effect
that the gene fusions had on cells was found whesntosomal loci were marked by the
fluorescent repressor-operator system. Fusiomstsiowed distributions tloeiC proximal

loci oril similar to those reported earlier for 5.

YPet-His Purification

AB1157 cells carrying a pBAD33 derivative expregsifPet-His 86), were grown at 3T to
a Aspp ~0.5 and then induced with 0.2% arabinose for300. ml of induced culture were
centrifuged at 4 krpm/20 mirfi@ and resuspended in 10 ml of Storing Buffer (10 g

pH 7.5, 250 mM NacCl, 10% glycerol) and stored &&2 Cells suspensions were thawed,
imidazole added to get a concentration of 5mM aleitg a cocktail of protein inhibitors
(Roche). Cells were lysed by sonication and delensoved by centrifugation at 20 krpm/30
min/4°C. 3 ml of TALON® resin (Clonetech) in a column werilibrated with 10 ml of
binding buffer (5 mM Tris pH 7.5, 250 mM NacCl, 10rimidazole, 10% glycerol). The
lysate was then loaded in the column and later aésglith 25 ml of binding buffer. The
column was further washed with 25 ml of washingd&@uf25 mM Tris pH 7.5, 250 mM
NaCl, 10 mM imidazole, 10% glycerol) and elutedhagiution buffer (25 mM Tris pH 7.5,
100 mM NacCl, 250 mM imidazole, 10% glycerol) cotiag 0.5 ml fractions. The aliquots
containing the highest concentration of proteinenmixed and dialysed for 5 h at room
temperature, and then overnight & 4n 10mM Tris (pH7.5), 10 mM EDTA. Protein was
then injected into a Q-column, previously equiltbechwith buffer A (25 mM Tris pH 7.5, 25
mM NaCl, 1 mM DTT), and a gradient between 25 mM 2860 mM NaCl was done using
different proportions of buffer A and buffer B (88M Tris pH 7.5, 500 mM NacCl) over 20
min (collecting 0.5 ml/ 30 s). Salt was removedefore by dialysis and protein was stored at
-20°C. Protein concentrations were determined by a B@#ein Assay (Pierce) and

assessment of the level of purification was by $IX&sE.

Determination of cellular Ssb-YPet concentration by western blots

Cells were grown in LB or M9-glycerol to angdof ~0.5 and ~0.2 respectively, centrifuged
at 4 krpm/10 min/ZC, resuspended in 2Q0 of Cracking Buffer (50 mM Tris-HCI, pH 6.8,
100 mM dithiothreitol, 2% SDS, 0.1% bromophenoleyland 10% glycerol) and stored at -
80°C until used. To find the relation betweeg,fand number of cells, dilutions of the
cultures with known Ay were plated on LB agar and the number of c.f.terdgned.
Samples were briefly sonicated to reduce viscosiiyed with SDS loading buffer (250 mM
TrisHCI pH 6.8, 10% SDS, 30% glycerol, 0.02% broimeapol blue, 0.5 mM DTT) and PBS

to reach a volume of 1@. Aliquots of YPet-His were diluted in PBS andfdient volumes



were transferred to tubes and mixed with SDS |aabinffer. Samples were boiled for 5 min
and loaded into a 10% acrylamide SDS-PAGE gel.dfietwere blotted on a nitrocellulose
membrane (Amersham HyBond ECL) using Transfer B{ff60 mM Tris, 88 mM glycine,
20% methanol) and transferred at 400 ni&/3 h. Membrane was blocked with 5% BSA in
PBS overnight at€. Labeling was done by using a 1:1000 dilutionadfbit anti-GFP
polyclonal antibody (Clontech) and a 1:2000 dilaotaf goat anti-rabbit IgG-Cy5 conjugated
secondary antibody (ECL Plex, Amersham). Detecioth quantification of bands was done
by using 633/675 filters of FUJI Phosphoimager prayrams Image Reader V1.8E and
Image Gauge V3.3, respectively.

Standard curves using different amounts of puret¥$Rowed a lower detection limit
of 2 ng of protein and a linear relation with comications between 5-50 ng. Extracts obtained
from a known number of cells carrying Ssb-YPet growM9-Gly or LB were loaded into
gels containing a standard curve of YPet. A bandd& kDa corresponding to the size
expected for Ssb fusion (close to the calculatefl kba) was observed in blots.
Quantification of bands, conversion to number ofaooles by comparison with the standard
curve and normalization by the number of cells &mhgrovided an estimate of number of
molecules per cell. The average and standard dmvsadf three independent experiments
using cells grown in both conditions were of (9.8.6) x 16 and (2.9 + 1.2) x fomolecules
per cell for LB and M9-Gly respectively. These nardbcorrelate with previous estimates
ranging from 1000-2000 tetramers per c8N)( and show that the number of Ssb molecules
when grown in LB was around two times higher thaat bf cells in minimal media,

corroborating previous observations on the effégrowth conditions $3).

Preparation of cells for microscopy

Cells were grown in M9-glycerol overnight at’87with shaking, and sub-cultured in the
morning into the same media for 3 h al@0Poly-L-lysine (0.1% w/v) was injected into a
custom made flow-cell of volume B (9), inverted and incubated for 2 min at room
temperature and then 10minimal media wicked through to wash out unbopoty/-L-
lysine. 20ul cells directly from the growth medium were therchked through and the flow-
cell inverted for 20 min to allow cells to bindttee coverslip surface. 1Q0 minimal media

was then wicked through to wash out unbound cells.

Microscopy
We used a bespoke inverted fluorescence microg&ifeS11) with a 100x Plan Fluor 1.45
NA oil immersion objective (Nikon) and a®z nanometer-precise positioning stage (E-

503.00; Physik Instrumente). Brightfield illuminati used a fiber-coupled tungsten-halogen



source; laser excitation used a TEMOO plane-padrtontinuous-wave 532 nm DPSS laser
(Laser2000 UK)), filtered (laser-line 532 nm), exged three times. The primary beam is split
in to two independently attenuated paths by a jzdtay beam-splitting cube. This generates a
separate widefield excitation path which could bedifor epifluorescence, and a slimfield
illumination mode. For the widefield path the beiarnfocused onto the back-focal-plane of
the objective lens via a dichroic mirror (long-p&8€ nm). The field width was ~30n,

typical intensity ~280 W cih The separately-shuttered slimfield excitatiorhg@L2) directs

a collimated laser beam to under-fill the back-aperof the objective len$[3). The effect

of this is to generate a focused Gaussian prdfilbealevel of the sample which is expanded
laterally to be larger than a diffraction-limiteplat, similar in appearance to the excitation
volume generated from previous methods employirigadising optics to a commercial
microscope systens{4). To avoid known artifacts in estimating the wkiditom purely
analytical formulations$L3) we sampled the intensity profile directly using@nm diameter
yellow fluorescent bead (Molecular Probes) rastansed across the field of view and
measuring the total bead intensity at intervals@pixels. We then raster-scanned the same
bead in the reverse direction at the same scaml sp@®rrect for bead photobleaching. A 2D
radial Gaussian function was then fitted to theexed intensities. Here we selected the
standard deviation widtti,, to be ~3um (equivalent to a FWHM of ~{m) with intensity

~6.5 kW cnif so as to encompass a whBleoli bacterial cell. This imaging, which allows
guantitative detection of single fluorescent moleswat 3 ms capture rates, permits
visualization of fast diffusing proteins, which wdwappear blurred and hidden by camera
noise using slower video-rate microscopy.

Fluorescence emissions generated at the sample pidhe microscope are passed
through the dichroic mirror, filtered using theeednt band-pass emission filter in the
selected filter set and imaged at ~50 nm per pixgame-transfer mode (either 3 ms per
frame for slimfield illumination or 40 ms per frarf@ epifluorescence) by a 128x128-pixel,
cooled, back-thinned electron-multiplying chargeqged-device camera (iXon DV860-BI,
Andor Technology, UK). For slimfield, typicallyraaximum of 100 continuously
illuminated frames were taken in each run. For FRM@stigations of the Ssb-YPet strain,
the focused beam path was positioned over a flueréspot and the shutter opened for
200 ms. Subsequent fluorescence recovery of tlaehdel area was monitored by acquiring
single frame images over a time-series for eigheort time scale ([1, 2, 4, 8, 12, 16, 20, 30,
60 s post-bleach) or longer time scale ([1, 2,,4,63 32, 64, 128, 256 s post-bleach) regime
(fig. S1).

For investigating targeted proteolysis of degrayg&dxy, or deletion ofx (fig. S3),

and for investigating co-localization pfYPet ance-mCherry(fig. S4) cells were visualized



in epifluorescence mode using a 100x objective hifkan Eclipse TE2000-U microscope,
equipped with a Photometrics Cool-SNAP HQ CCD caméfhen using degron fusions,
cells were induced for 2 h using 0.5% arabinosenture complete degradation, while strains
carryingy-mYPet were induced with 0.1% xylose for 40 mirptoduce the fluorescent

fusion.

Detecting and quantifying fluorescent spotsin images

Images were analyzed using a toolkit custom-writeloabVIEW 8.5 §-Sl11, S15- S17).
Custom pattern recognition software was first aggpto locate the perimeter of the cell
bodies from the brightfield images. This was ugedreate an image mask for subsequent
fluorescence analysis. This insured that detegietssn fluorescence intensity could be
mapped back to specific cells and also permittédaguent coordinate transformation in
reference to the orientation of the cell relativeite camera axes. Then, a frame-average
image was complied from 30 consecutive fluorescémege frames (90 ms total integration
time). “Hotspots” in intensity of the frame-averdgeage were then detected automatically
using custom code to locate circular intensityriistions of width 100-350 nm (Danielsson
distance map algorithm), comparable to the expgubvéat spread function width. A circular
region of interest (ROI) was created around eadhtipe spot of radius 8 pixels. Having
defined the position of the ROI on the frame-avethignage, analysis was then performed on
the raw data series, one image at a time, lettiagptiter ROI position remain fixed but
allowing an inner circular ROI within this to vaitg position to best fit the intensity centroid.
The intensity in each ROl was modeled as a radaisGian plus a uniform baseline of
background noise. The intensity contribution duthYPet (the “spot intensity”) was
calculated as follows:

1. We used an inner circular mask for the contidsudf the spot of diameter 5 pixels to the
ROI centered on the intensity centroid.

2. We convolved intensities within the mask by a-sthmensional radial Gaussian function
of fixed width 3 pixels and generated a new esenfiat the centroid.

3. We iterated steps 1-2 until convergence (gelydess than 10 loops). For 3 ms per image
frame in slimfield mode using surface-immobilizeBef as the sample this resulted in an
ultimate centroid r.m.s. precision of ~50 nm.

4. We defined the background intensity as the ni&@nsity within the fixed ROI external to
the inner circle mask. The contribution to the lygokind count due to diffusive YPet in the
cytoplasm (i.e. that not bound in the replisome glex) was calculated for each track as the

initial background intensity per pixel after sulating the autofluorescence contribution per



pixel measured in the non-YPet parental strainthadnstrumental background (total of both
combined 1030 + 15 counts).

5. We defined a preliminary spot intendift) at a timet as the sum of all intensities within
the inner circular mask after subtraction of thekgaound from each individual pixel value.
6. A small correction to the spot intensity wasleggpto account for any non-uniformity in
the slimfield excitation volume across the fieldvigw due to its Gaussian shape in the
sample plane: we multiplied each spot intensityheyfactor exp(ZIZGXyz) wherer is the
distance from the spot centroid to the center efslimfield excitation volume in the sample
plane andb,, is the standard deviation width of the excitafiefd (3 um). Even for the
longest bacterial cells in which the spots weretrd@gant from the center of the slimfield
volume the correction factor never exceeded lel lg@ss than 10% difference between
corrected and pre-corrected values).

7. A Gaussian fit was then performed on the speniity component optimizing both

amplitude and width.

This resulted in a fully automatic method for cluaeaizing fluorescent spots on each separate
image frame within the fixed hotspot ROI which abglantify the total pixel intensity minus
the background detector noise, the size of thessgpud the position of the spot to within

typically ~50 nm precision.

Estimating stoichiometry of spots.

Spot intensity data were then collated for eachstedin and the distribution of estimated
pixel intensity binned on a histogram. This resiiitemultiple distinct peaks separated by a
roughly constant spacing. We also performed exparimon purified YPet by immobilizing
the protein to the coverslip surface using conjiogatia the anti-YPet antibody following an
earlier protocol used for GFBI8). We found that the center of the lowest ordekgeam

the live cell imaging was always within ~10% of tiv@tary photobleaching peak for surface
immobilized pure YPet performad vitro (Fig. 1). This was also found to be in reasonable
agreement with estimating the unitary peak witloarker spectral method which constructed
a power spectrum from the periodicity in the intgnsace(S9). This consisted of using an
edge-preserving Chung-Kennedy algorithm of two @aljg windows run across the data
whose output was the mean from the window possg#isénsmallest variance. We then

calculated all pairwise differences in the filteiaténsityl (t):

Al = 1(t)-1(t)



for all data point pairs for which the time> t;. The distribution of these differences was
calculated using typically 2,000 bins for eachéraad normalized by the number of pairwise
differences. We calculated the single-sided powectsum from each pairwise displacement
histogram. Peak detection was automated using cocietheode (LabView 8.5, National
Instruments, Austin, TX) with the unitary photolidbastep peak taken as that detected at the
highest spatial frequency in each trace, takingtadion threshold as three standard
deviations above the high spatial frequency ndes {S9) equivalent to a probability
confidence level of p<0.3%. The corresponding valugpatial frequency was inverted to
give the characteristic unitary photobleach step Bi terms of intensity counts.

This approach of filtration combined with Fouri@estral analysis offered an
improvement over single-stage methods of detedtidiyidual step events and compiling in
effect an average number from all of these, simre the algorithm instead detects the
underlying periodicity in the levels of intensifjfus it is relatively insensitive to a false
detection output from the filter. Where the combiifiering and Fourier spectral approach
has weakness is that one loses the temporal infammaf when exactly any given step event
occurs; for much work on for example molecular methis would be a significant problem,
however for the estimation of the unitary step #iza photobleaching trace this does not
matter, hence it is an algorithm of choice.

The traces here were found to be noisier than tbbsarlier studies which used the
Fourier spectral approach, primarily since the sxpe time per frame was at least an order of
magnitude smaller. This resulted in greater vagasfahe predicted unitary step size when
comparing individual photobleach traces for sptgrisity. To improve the reliability for the
estimation of the size of the unitary YPet photabléng step in intensity we modified the
method by performing a multiple Gaussian fit to téated, binned spot intensity data, and
taking the center of the lower order peak as tls¢ déstimate for the unitary step size of YPet
invivo in that particular cell straitypg. The values ofypg across the different cell strains
used in this study agreed to within ~20% in thegeah080-1290 counts. Each individual spot
intensity trace was then fitted by a single expdaédecay function(t)=l,exp({/t,), wheret,
was the optimized photobleach time (typically ~4%.nThe number of YPet molecules
associated with each fluorescent spot was themaigtd as the initial intensity divided by
the appropriatépe value for that cell strairSD).

We then constructed the distribution of stoichiamstusing an unbiased kernel
density estimation via a Parzen window meth&k®): here we convolved the stoichiometry
dataset with a Gaussian kernel of set width equtid noise of the measurement (equivalent
to typically ~1 YPet molecule in terms of peak-wak amplitude of the intensity signal).
Strains Pollll 3-YPet,e-YPet andt-YPet showed clear indication for a bimodal disttibn

in stoichiometry such that the center positionmé peak was roughly twice that of the other



(Fig. 2). This was consistent with a fluorescemt@mcompassing either one or two
replication forks; in the latter case if the physiseparation of the two forks was less than the
diffraction-limited optical resolution of ~250-30@0n, as determined by the point spread
function width, then they could not be resolvedasafely but instead detected as a single
spot. For these strains, the stoichiometry distigouwas fitted with a 2-Gaussian model
constraining the peak position of one to be exautlge that of the other, but permitting the

widths and amplitudes of both to be unconstrained.

Thex-YPet,P-YPet and Ssb-YPet strains indicated more thaea& gieaks. The
mean separation of the Ssb peaks was periodic ariodge estimated from the fundamental

peak of the power spectrum of the distributionjdating a periodicity of ~4 molecules
(Fig. 2).

The contribution to fluorescence intensity fromaalkg immature population of YPet
was investigated by completely photobleaching #kfor several seconds in the presence of
50 pg/ml chloramphenicol to suppress protein expresaiwhthen measuring any subsequent
recovery in fluorescence after ~60 min. We fourat the level of recovery of fluorescence

was comparable to background noise indicating &égielg immature YPet population.

Estimating the quantity of cytoplasmic YPet not bound in the replisome.

The mean intensity per pixel at poirg,yo,Z) not within a distinct fluorescent spot,
Im(X%0,Y0,Z0) Was modeled as the 3D convolution integral efggbint spread functioB(x,y,2)

of a single YPet molecule with the spatial disttibao for number density of YPet in the cell
dN/dV(x,y,2) and normalized local excitation intensit{x,y,z) multiplied by the intensity due
to a single YPet moleculgpg:

L (X0, Yor Zo) dA= 1 Sl_\lj OPOL= IYPE‘”J-S_S P(X= Xy, Y~ Yo, Z— Z,)L (X, ¥, Z)dxdydz

cell

X2 y2 Z2
:nlwagle(x—xo,y—yo,z—zo)ex _?f+2_y2+? dxdydz

z

=Nlpe S

Here,P was measured from a previous st@il) using az-stack of images for 20 nm yellow
fluorescent beads (Molecular Probes) immobilizeth&ocoverslip. The limits of the integral
are defined by the boundaries of the cell body, ynandz. The number density of YPet
molecules per unit volume assumed freely diffugivihe cytoplasmn, is approximated as

being constant throughout the célk is the total intensity due to a single photoachiret



molecule excited at the origin (i.e. whenl). The functiori represents the spatial

distribution of the slimfield illumination over theell and is similarly modeled as a 3D
Gaussian witty, = I, = 0,, = 3.0um andl, ~ 2.50,, = 7.5um (S10). The pixel area at the

sample plane idA (50nmx50nm). The values Bfwere estimated by numerical integration
using values ok, andy, over a range + Am centered on a model cell composed of a cylinder
length 2um with hemispherical caps of diameteurh (S11) (fig. S9). This indicates that, in

the central region of the cell image bounded bgchangle of length im and width 0.5um

in which the majority of spots were detect&d; 6.1 + 0.6 (mean + SD)

We then estimated the mean pixel intensity notaatad with distinct foci for each
strain, after subtracting the contribution fromlalalr autofluorescence (~30 counts per pixel)
and instrumental background (~1,000 counts ped)pissessed by imaging the parental non-
YPet cell strain under the same microscopy conhtié-or example, for the Ssb-YPet strain
we measuret}, = 545 + 180 counts. Usirlges = 1140 counts (Fig. 1) this indicates
thatn = 0.08 = 0.02 YPet molecules per voxel. We estich&tt@t the average volume of an
Ssb-YPet strain cell was ~16,500 voxels. This iatdis a mean of ~1,320 + 420 molecules
per cell. However, since the cell length can chdnga factor of ~two during the cell cycle
the effective associated error for a cell sampéediomly during the cell cycle is £ 600
molecules per cell, which is relevant in light chking comparisons from previous studies
using bulk biochemical methods. The range of esgthaopy numbers for delocalized
proteins in the cytoplasm for the other strainglusehis study is roughly 30-600 per cell,
indicated in table S1. In general our mean estignate lower by a factor of ~2 compared to
earlier bulk-assay based findings, which is likelype due to our using minimal M9 growth

media instead of LB.

Analysing spot size and shape.

To estimate the mean size and shape of putatigéesiaplisome spots (cells containing two
distinct spots), cell images in each strain wenst fiotated to align all long axes parallel to the
camera axis (denoted as thaxis). Spot images were normalized by pixel initgns
superimposed and a mean for each pixel value Bxa6larray centered on the spot centroid
calculated. Estimates for mean FWHM><of a symmetrical 2D Gaussian fit and the ratio of
the FWHMa,/o, for the 1D Gaussian fits through axes parallel pegbendicular to the cell
long-axis through the centroid were then perfornfagkraging across the PollH, 1, X and
Y-YPet strains indicatede> = 305 + 30 nm and,/o, = 1.06 +0.06. Performing a Student
test at a confidence level of p = 0.05 indicatestatistical difference to eitheio= or g,/oy

across the mean spot data for these strains. Tie gacedure applied to surface-
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immobilized YPet but omitting the rotation stepitates a FWHM width of ~250 nm
(fig. S7).

Mean spot data for strains YH&nd Ssb-YPet indicated a statistically significant
difference to both &> ando,/o, manifest as a less circular appearance of the s@an
shape extended parallel to the cell long axis.tRerYPetf strain separate analysis was done
on individual, non-averaged spot images. The sbafieese spots was found to consist of
two populations: Type | spots (27%) were reasonaiobular such thab,/oy <1.2;
population Type Il spots (73%) had a more exterajgabarance parallel to the long axis of
the cell such that,/o, >1.2 (fig. S8). The long axis intensity profile ofde | spots could be
fitted using a single Gaussian of width 305 nm &iaat with the meana> found
previously while the Type Il spots could not bésfit adequately with a single Gaussian
function, but instead were fitted well by two Gadass. Each Gaussian here was constrained
to a width of 305 nm with the ratio of the heightsstrained to 2.0 + 0.3 but the separation
of the respective Gaussian centers allowed to fvagly. Good fits (probability of true fit
>90% based on generatgtvalues) were obtained over a range of ~50-250 nm. Sinc@
is a dimer §0), and assuming ~6 copies per single-replisome spgt Zl-this indicates that
Type | spots consist of thr@edimers in the “central” replisome region wheregpd'll spots
consist of twd3 dimers in the central replisome region, and @émer outside of this zone

at a variable distance of the order ~50-250 nm.

Modeling turnover of Ssb-YPet

We modeled the experimental FRAP results on theY$4dt strain (fig. S1) as turnover of the
Ssb-YPet tetramer sub-unit binding to and unbindiiomn ssDNA within a closed reaction-
diffusion environment confined to the finite voluroithe cell in which total content of
Ssb-YPet is in steady-state.

Here we denote:

S(t) = Unbound number of Ssh-YPet tetramers frebénciytoplasm at time(t > 0)
following initial focused laser bleach.

S(t) = Bound number of the Ssb-YPet tetramers to SSDNA

Si(t) = Total number of Ssb-YPet tetramers in the cell.

S (t) = Bound number of photoactive Ssb-YPet tetrartessDNA.

f = fraction of Ssbh-YPet photobleached followingdialifocused laser bleach.

k; = on-rate per Ssb-YPet tetramer for binding toN$&D

k; = off-rate Ssb-YPet tetramer for unbinding frorDE#\ in absence of HU.

k, = off-rate Ssb-YPet tetramer for unbinding frorDE#\ in presence of 100 mM HU.

11



Since Ssb-YPet is in steady-state:

aaS’ =0. Thus,S = constant=S-+ &

We denote the reaction-diffusion equations as:

(?:DD& (1)
ks k.S, @)

We assume that the presence of 100 mM HydroxyuiteR {mpairs completely the
functionality of Pollll &1) thereby preventing Pollll from displacing bounsb&s it moves
along the DNA. Thus we assume the off-rate wilbffected by the presence of HU, but not
the binding on-rate of Ssb. Hereis either 1 or 2 depending on the absence or pcese
respectively of HUD is the effective diffusion coefficient of the S¥Bet tetramer in the
cytoplasm. However, the typical diffusion time scals set by %D whereL is the typical
length dimension of the cell +Im andD for typical small proteins and molecular complexes
in the cytoplasm is ~1Am?s, indicatingt ~10 ms. However, the FRAP data indicate
observable turnover over a time scale of ~10-10Whss this is clearly a reaction-limited
regime &2) and so Eqn. 1 can be ignored. Also, at equilibr{tor example, before the

focused laser bleach):

SB&] —nSB,eq

=00 =k,S, Ok =
KS o =K S 5 -5,

WhereS; o andS: o are the value o andS: respectively at equilibrium. We assume the

®3)

binding kinetics of photoactive Ssb-YPet are ideadtto those of photobleached Ssb-YPet

and that the population of bleached and non-blehahe ultimately well-mixed, indicating:
S =S;(1-f) @)

Under general non-equilibrium conditions, Eq. 1 barre-written:

oS,
=k (S -8) k.S

Solving this and substituting in for Egs. 3 andhdicates:
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PERRANEY )

Herea is the ratio of the bound photoactive componergsii-YPet at zero time (i.e.
immediately after the initial focused laser bleaichdhe bound photoactive component of
Ssb-YPet at equilibrium. Since intensigft) of the bound Ssb-YPet component is

proportional to the number of photoactive Ssb-YiRelecules, we then write:

O (1‘ (1-a) eXF{S;k-—SS:qB
=1, (w)(l-(l‘ %) ex{;—g;ﬁ

The experimental FRAP intensity data from the shod long time scale series were collated,

(®)

estimating mean and SD values at each time poig¢nerate two separate mean traces for
experiments done in the absence (-HU) and the pcege-HU) of HU. The non-FRAP
slimfield data indicated a mean Ssh-YPet stoichtoynaf ~32 molecules (equivalent to 8
Ssb-YPet tetramers) in the absence of HU (Figr2¢. mean pre-bleach FRAP intensity for
the —HU dataset was divided by 32 to estimate tieeage intensity per photoactive Ssb-YPet
molecule under epifluorescence imaging used for FRAaging, indicating ~500 counts per
Ssb-YPet molecule. This was consistent with amedé based on a mebp, value of

~1,000 counts multiplied by a factor of ~40/3 te@mt for the difference in exposure time
per frame and multiplied again by a factor of ~B8Q0 to account for the difference in
excitation laser intensities between epifluoreseaard slimfield. Both the -HU and +HU
mean FRAP intensity traces were then normalizetgusie value of 500 counts per molecule
to convert into the equivalent number of photoa®sb-YPet molecules. The post-bleach
data were then fitted using a functift)=A+Bexp(4/t;) wheret, is the equivalent 1/e

recovery time. This indicatedvalues of 25 + 8 s and 49 + 9 s for -HU and +Hlthdats
respectively. Assuming: = ~1320 molecules per cell for the —HU datasetthrce are two
single-replisome spots per cell of mean stoichioyn®$ of ~32 molecules, this indicates a
total Ssb conterts; of ~1384 molecules per cell, which we assume ¢hanged upon

addition of HU. Addition of HU changes the mearid@dtmmetryS; of each single-replisome
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spot to ~70 molecules per cell. Substituting irsthealues indicatds; = 0.04 £ 0.01 Ssb
tetramers per sec, akd = 0.02 £ 0.01 Ssb tetramers per sec. Assumingkthistequivalent

to a spontaneous off-rate plus a forced off-rattduthe motion of the DNA polymerase
displacing Ssb as it progresses along the DNA itidisates that the effective forced off-rate
is ~0.02 Ssb tetramers per sec. Assuming a mea@ wtramers per single-replisome spot
this indicates a total forced off-rate of ~0.2 $sibamers per second from a single replication
fork, or an average effective dwell time of ~5 pec tetramer.

Although Pollll does not displace Ssb in +HU, othesteins involved in
recombination, replication restart and repair magulate its exchang&f3). Therefore, it is
likely that the spontaneous off-rate of Ssb fromId8 may be smaller than what we observe,
and correspondingly that mediated from the polyseraay be greater. Future experiments

will investigate these possibilities.

Smulating photobleaching and characterizing noise-reduction of steppy data
To test the relative noise reduction in filterimywphotobleach intensity traces, we generated
simulated data and ran these through three diffe@mdidate filtration algorithms.
Simulations were generated using a Monte Carlo ogketimder the assumption of a stochastic
Poisson distribution bleach model. Data points vpaléed at time intervalAt of 3 ms
identical to the experimental protocol. Since agple conclusion from our data was that
there were three polymerases in each active rejplicéork we initialized each simulation
with three photoactive YPet molecules. At each tpomt each photoactive YPet molecule
was polled as to whether or not it would irrevessiihotobleach. Assuming a single process
Poisson distribution for photoactive lifetime, f@bability for this occurring was set at
At/tpeaciwheretyeacnis the measured bleaching time from the exporiditsgo the
experimental photobleach intensity traces (equdtirtbe mean photoactive lifetime per
individual YPet molecule) estimated at ~45 ms, ¢atihg a photobleaching probability per
time step per YPet molecule of ~0.07. This prolighivas then compared against a pseudo-
random-generated number in the range 0-1, andsihtimber was less than the bleach
probability then the YPet molecule was assumedte firreversibly photobleached in that
time step. Each unitary bleaching step was asstonee 1,100 counts in size as indicated
experimentally and pseudo-random Gaussian noisehgasadded to each time point at a
level comparable to that of the experimental d&t {500 counts). Each simulation was run
up to 150 ms.

Each simulation was then filtered using a Chung#éely (CK) filter &4, 25), a
running median (M) filter, or a Savitzky-Golay (Sfd)er. CK and M filters were compared

using the same window widths, in the range 3-6 gdatats, the SG filter was set to
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polynomial order 3. The results of four typicalcea can be seen in fig. S11, showing the
effects of increasing window width for the M and @kers. What can be seen clearly is that
the SG filter, although generating significant retiluns in noise, fails to follow the sharp
transition at the edges due to discrete photoblegehts. This is intuitive as it is essentially a
running polynomial regression, so will smooth ndlsetuations at a constant underlying
intensity level well but fails (often dramaticallg) a distinct edge (i.e. a step), which can be
seen by eye from the simulated smoothed tracesntit a de facto edge-preserving filter and
is thus a poor choice when dealing with steppy @ilebiching data. The CK and M filters are
both edge-preserving, but close visual inspectidhefiltered traces indicates that the CK
filter deviates less from the underlying theordtimaise-free trace than the M filter under our
conditions. Measuring the average standard dewidqighween the noise-free and unfiltered
noisy traces for 20 simulated bleaches indicatese of 526 + 41 (+ SD) counts, consistent
with the imposed standard deviation noise levé@if counts in the simulations. Using a
window width identical to that chosen in the expental protocol of 5 data points, the M
filter generated an average standard deviation flerheoretical noise-free trace of

387 £ 78 counts, whereas the CK filter using theesavindow width gave a comparable
value of 320 = 76 counts, with a ratio of the stdddeviations using the two different filters
of 1.31 £ 0.17. That is, the standard deviatiothefM-filtered noisy traces from the
theoretical noise-free traces were on average ~#@ber than those for the CK-filtered noise
traces.

Therefore, under our experimental conditions, tlestrictly speaking a reduction in
true-step detection confidence of the M filter camgal to the CK filter. In essence the CK
filter is a switching mean filter, so that the f@ama and backward windows switch in response
to their respective levels of data variance whiakstpreserves the edge but with the output
converging on the mean edge-free level. The owpatrunning median converges similarly
to the same expected value of the mean distributiowever it can be shown that the sample
variance of the median distribution is actuallyajeg than that of the sample mean
distribution by a factor oft2 (S26) and so the standard deviation of the smoothegubut
from the theoretical expected value is larger ligctor of ~1.25 for the median compared to
the CK filter. This is consistent with our estingattiof 1.31 £+ 0.17 using simulated data. The
confidence of correctly identifying a true step ehiot identifying a false one decreases with
increasing standard deviation of the filtered otitpud so there is an improvement in
favoring the CK filter over the median, assuminghbiiters are matched in terms of running
window widths. In terms of temporal resolution,rihé no intrinsic loss in using the CK
filter (S25), however there is a caveat in that the widthefrunning window must be less
than the typical dwell time between step eventsmtise there is a risk of detecting more

than one step event in a single window which predwan erroneous output. Thus, although
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the temporal resolution is unaffected there isgpeun limit on this window width and thus a
limit on the improvement in smoothing the data.

One thing however that is clear in the step-findiogymunity is that there is no
single filter/detection algorithm that will suitl @lases of steppy data, for example other
studies have found conditions in which the medilberfappears to perform better than the
CK filter (S27), but rather there is strong case for using thetm&iable algorithm based on
simulated realistically noisy data of each paracuddiological system with a full exploration

of parameter space.
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SUPPLEMENTARY FIGURESAND TABLES
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Fig. S1. (A) Brightfield (gray) and epifluorescence (yellow) iges overlaid for two
Ssb-YPet cells, one of which is subjected to FRR#.ition of laser focal waist
indicated (red circle) with subsequent fluoresceecevery of replisome spot (cyan
arrow). Minimum-maximum display range for pixelensity of the bleach image is
~20 times larger than for the other images in #rees in order to visualize the extent
of the bleach without rendering pixel saturati{®). Mean values of fluorescence
intensity of single Ssb-YPet replisome spots duRRAP collating data from both
short and long time scale sequences. Results simotlie absence of HU (white
circles,N=12 cells) or with 100 mM HU added (gray squaiss]12 cells) converted
into number of bound photoactive Ssb-YPet molec(Methods), exponential fits
(red and blue respectively) indicating 1/e recouanes of 25 + 8 s (-HU) and
49 + 9 s (+HU), SEM error bars.
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Fig. S2. (A) Stoichiometry distribution for DnaB-YPet based obiased kernel
density estimation (gray), with 2-Gaussian fit @dpand contributing single
Gaussian fit curves (red and blue), mean and S@atet.(B) Equivalent FACS flow
cytometry trace compared against parental AB11% pver-representation of
double-hexamers observed(m) is reflected in this trace and may result from
abnormal initiation caused by the YPet fusion.
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x-degron y-YPet

Not induced Induced

y-degron y-YPet

Not induced Induced

Fig. S3. Formation of foci byp-YPet was observed in a strain carrying-degron
before but not after degradation was induced. €ogrocal experiment witR-YPet
and a)-degron showed no apparent dependency of thisipratey since foci
persisted even after degradation was induced. atbe lesult was confirmed using a
strain carrying a deletion fdwolD (coding fory)) wherex-YPet foci were still
observed. White bar52m.

AholD -YPet
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A &mCherry y-mYPet

Composite mCherry mYPet

B AholC e-mCherry y-mYPet

Composite mCherry mYPet

AholD e-mCherry y-mYPet

Composite ' mCherry mYPet
Bar=2um
Percentage of cells Co-localization
# ¢ Foci 0 1 2 >3 n (%) n
wt 40.9 17.3 41.2 0.6 682 91.0 212
AholC 63.7 9.8 20.6 5.9 471 26.5 189
AholD 52.4 13.1 33.8 0.7 574 44.0 218

Fig $4. (A) Co-localization ofy-mYPet withe-mCherry.(B) Co-localization ofy-
mYPet an&—-mCherry is lost ildholC andAholD strains, respectively. The table
(bottom) shows the % of cells with the indicatedntner ofe—-mCherry foci for wild
type andAholC and AholD strains. The\holC strain grows less well than tiAéol D
strain, indicating loss gf is more deleterious than lossyfand shows a higher
proportion of non-replicating cells. The %&fmCherry foci associated with a
mYPet focus is also shown (co-localization). WeemCherry foci are associated

with a y-mYPet focus, the latter is almost always of reduogensity. In other

experiments (not shown), targeted proteolysis @fdegron, led to loss of-mYPet

foci, while in a separate stram.,YPet foci remained aftep degradation.
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Fig. S5. Stoichiometry distribution for-YPet based on unbiased kernel density
estimation of tha-YPet strain expressing tlyeeomponent (gray), with 2-Gaussian fit
(black) and contributing single Gaussian fit curgresl and blue), plus theYPet

strain not expressing(yellow), with 2-Gaussian fit (green) and conttibg single
Gaussian fit curves (magenta and cyan), mean anonSBe nony strain indicated.
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Fig. S6. The power spectrum (blue) for the periodicityhe stoichiometry
distribution of the Ssb-YPet strain with Gaussiamof peak (red), normalized by peak
amplitude, mean+SD indicated.
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Pure YPet

y

<o>/nm:  237(12)

6,/5,: 0.98(0.02)
Fig. S7. False-color contour plot indicating the 2D spatiiatribution for averaged
fluorescent spots corresponding to single surfaa@obilized YPet molecules, using
N=55 separate spots, measr<ando,/ oy, with (SD) indicated.
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Fig. S8. Intensity profiles (gray) for two non-averaged tspaf the3-YPet strain

taken parallel to the cell’s long-axis through eapbt centroid indicating (upper

panel) ~thred dimers in the central replisome region of widtf953m (red

Gaussian fit) and (lower panel) ~t@adimers in the central replisome region (red

Gaussian fit) with ~on@ dimer displaced ~200 nm from the center (yellow§ssan

fit), combined fit indicated (blue), spot imageseh Of theN=64 3 spots

investigated, 17 (27%) were of the three-centraleds type and 47 (73%) were of the

two-central-dimers type with the non-central dirdeplaced in the range

~50-250 nm.
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Fig. S9. Projection of the integré on thexy plane for the 3D convolution model of
cytoplasmic fluorescence intensity of Ssb-YPet aely with profiles parallel and
perpendicular to the long axis of the cell indicate
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Fig. S10. FACS flow cytometry profiles of exponential cukksrgrown in M9-Gly at
37°C before and after replication runout. All fus&trains except that producing
DnaB-YPet showed comparable profiles. DnaB-YPshiswn in fig. S2.
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Fig. S11. Simulated photobleach data, showing theoreticaeafsee trace (black),
theoretical trace plus noise (blue dots), thenftliesed using Chung-Kennedy (red),
median (yellow) and Savitzky-Golay order 3 (greftgrs. Window widths for
Chung-Kennedy and median 4¢e) 3, (B) 4, (C) 5 and(D) 6 data points.
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Table S1

Protein YPet Generation Replication Mean copies ® Stoichiometry ©
fusion/ time/ min®  assay b delocalized in per localized
terminus cytoplasmd focus/molecules

/molecules (SD)  (SD)

DnaB C 121 FC 300 (210) 6 (2)

o (DnaE) C 119 FC 80 (50) 3(1)

B (DnaN) N 119 FC 600 (360) 6 (2)

& (DnaQ) C 111 FC 270(160) 3(1)

1 (DnaX) C 119 FC 130(90) 3(1)

T (dnax y)' C 117 ND 180(140) 4(1)

3 (HolA) C 117 FC 160(110) 1(1)

X (HolC) C 121 FC 140(160) 4(2)

Y (HolD) C 103 FC 220(130) 4(2)

Ssb C 117 FC 1320(420) 32 (12)

# Generation time of the wt strain AB1157 in M9-Gly at 37°C was 111 min. In all strains the

generation time in LB was 31-32 min.
fig. s2, s10. FC, flow cytometry. ND, not determined

° Rounded to nearest 10 molecules

¢ Determined using total fluorescence intensity in cells

¢ Rounded to nearest non-zero integer molecule

" Strain produces t only, unlike the strain above that produces comparable amounts of yand t
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