
Text S2: Solutions of Optimization Problem

We shall provide the proof of obtaining the solution of the optimization problem. Let us define a La-
grangian function

L(α, β, ξ;λ) =

p∑
j=1

∥yj − ξ∥2wj
− λ

( p∑
j=1

∥yj − ȳ·j1∥2wj
−N

)
with Lagrange multiplier λ ≥ 0. Then, we have

1

2

∂L

∂αj
= wT

j (yj − ξ)− λwT
j Jjyj = wT

j yj −wT
j ξ,

since Jjwj = 0. Therefore the solution α̂j satisfies

0 = wT
j yj −wT

j ξ = wjα̂j + wjx̄
T
·jβj −wT

j ξ

which gives

α̂j =
1

wj
wT

j ξ − x̄T
·jβj .

Then, we have

L(α̂, β, ξ;λ) =

p∑
j=1

∥X̃jβj − Jjξ∥2wj
− λ

( p∑
j=1

∥X̃jβj∥2wj
−N

)
.

By differentiating with respect to βj , we have

1

2

∂L

∂βj
= X̃

T

j (X̃jβj − Jjξ)− λX̃
T

j X̃jβj .

Therefore,

0 = (1− λ)X̃
T

j X̃jβj − X̃
T

j Jjξ

gives the solution of βj such that

β̂j =
1

1− λ
(X̃

T

j X̃j)
−1X̃

T

j ξ.

Then we have

L(α̂, β̂, ξ;λ) = −1

ρ
ξTAξ + ξTBξ + λN.

The differentiation with respect to ξ gives

1

2

∂L

∂ξ
= −1

ρ
Aξ +Bξ,

where ρ = 1 − λ. Therefore, the solution ξ̂ is an eigenvector of A with respect to B with an eigenvalue
ρ̂. Then we choose ξ̂ so that

p∑
j=1

∥yj − ȳ·j1∥2wj
=

1

ρ̂
ξ̂TBξ̂ =

1

ρ̂2
ξ̂TAξ̂ = N

is satisfied. The fact that
S2(α̂, β̂, ξ̂) = λ̂N = N − ρ̂N

implies the largest eigenvalue ρ̂ of A with respect to B attains the minimum of S2, since S2 ≥ 0 is always
satisfied.


