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Materials.
All chemicals were from Sigma unless otherwise specified. 2° ki-
netic isotope effects (KIEs) on the yeast alcohol dehydrogenase
(yADH)-catalyzed reduction of benzaldehyde by NADH were
measured competitively in conditions meant to mimic those used
in other studies of this system (1). Competitive measurements use
two different isotopically labeled substrates in the same reaction
vessel and measure the enrichment of one of the isotopologues in
the products at various time points. In the case of the H/T KIE
(cf. kH∕kT) for benzaldehyde reduction, [7-3H]-benzaldehyde and
[ring-14C]-benzaldehyde (as a trace for 1H) served as the labeled
substrates. [ring-14C]-benzaldehyde was commercially available
(American Radiolabeled Chemicals) and [3H]-benzaldehyde
was produced by reduction of benzoyl chloride by ½3H�-NaBH4

(American Radiolabeled Chemicals) in the presence of Cd2þ ac-
cording to an adaptation of a published procedure (2). D/T KIE
experiments (cf. kD∕kT) used [ring-14C-7-2H]-benzaldehyde (as a
trace for D), which was produced by CN− catalyzed exchange of
the aldehydic proton with D2O by an adaptation of a published
procedure (3). R-½4-2H�-nicotinamide adenine dinucleotide
(NADD) was used for experiments with D transfer and it was
synthesized by reduction of NADþ with EtOH-d6 by yADH (4).

Enzyme preparation.
Whereas most previous studies (1, 5–8) used commercially avail-
able yADH, a recent report found that commercially available
materials are mixtures of isozymes, only one of which is active
toward aromatic substrates (9). The aromatic-active isozyme,
yADH 2, was expressed and purified as described previously
(10) in a strain of yeast deficient in genes for the other isozymes
(a generous gift from Bryce V. Plapp from the University of Iowa,
Department of Biochemistry).

Kinetic measurements.
Prior to each reaction, synthesized [3H]-benzaldehyde was
copurified with the [14C]-benzaldehyde (either H or D at the al-
dehydic position) by HPLC over a C-18 column (4.6 × 250 mm)
at 1 mL∕min in 25∶75 MeCN∶H2O. The final 1-mL reaction
mixtures, meant to mimic the conditions of ref. 1, contained
2 mM benzaldehyde (300,000 dpm 14C and 1,500,000 dpm
3H), 80 mM glycine (pH 8.5), 20 mM NADH (or NADD),
and sufficient enzyme to reach complete conversion to products
within a few hours. Reactions were initiated by addition of the
enzyme and maintained at 25° until quenching with 10 mM
HgCl2 at a range of time points. Samples were frozen at
−80 °C until ready for HPLC analysis.

Reactants and products were separated by C-18 HPLC using
the method above and collected in 1-min fractions. In these
conditions, benzyl alcohol elutes at 8–9 min and benzaldehyde
at 15–16 min. The 14C and 3H contents of the fractions were
measured by liquid scintillation counting with a Packard TriCarb
2900TR liquid scintillation analyzer. KIEs were calculated
according to

KIE ¼ logð1 − f Þ
logð1 − fRp∕R0Þ

; [S1]

where f is the fractional conversion to products, Rp is the isotopic
ratio in the products, and R0 is the initial isotopic ratio in the
reactants (11).

Computational modeling. All geometry optimizations, calculations
of vibrational frequencies, and potential energy surface (PES)
scans were done with density functional theory using GAUSSIAN
03 at the B3LYP level (12). Although no solvent model was used,
the calculations are not “gas-phase” calculations, as geometric
restrictions were imposed to fit the kinetic data and represent
the enzymatic/solvent environment. Following the footsteps of
other empirical models of this type (13–17), the geometrical para-
meterization bypasses the need to explicitly include solvent, ac-
tive site, or other environmental effects in the calculations. The
chosen level of theory gave good initial results for the equilibrium
isotope effects (EIEs), suggesting that it was suitable to model
vibrational changes over the course of the reaction. The model
incorporated a total of 43 atoms, which were the same atoms used
in another model of the ADH-catalyzed reaction (18), and
included the entire benzyl substrate, the catalytic zinc and its li-
gands, and the nicotinamide moiety of the cofactor. The ground
state structures for both forms of both substrates (benzyl alkox-
ide, benzaldehyde, NADþ, and NADH) were treated separately
and completely optimized to their equilibrium geometries
(Fig. S1), aside from some dihedral angles around the catalytic
zinc and the Zn-O bond distance, which were constrained to
match the newly available crystal structure of yADH [Protein
Data Bank (PDB) ID code 2HCY] and a structure of hlADHwith
an aldehyde analogue (PDB ID code 1LDY).

To assess the tunneling ready state (TRS) for this system, we
assumed that the 1° hydride cannot be modeled classically and is
delocalized between the reactant and product wells in accordance
with Marcus-like models of hydrogen tunneling (Fig. 2) (19–22).
We adapted the method used by Redington to calculate the TRS
for the proton transfer in tropolone (23). The 1° hydrogen was
frozen directly midway between the donor and acceptor carbons
with an angle of 180°. This angle was chosen for computational
simplicity, but quantum mechanical/molecular mechanical simu-
lation models demonstrate that the angle indeed does not sub-
stantially deviate from linearity (18, 24). The positions of the
other 42 atoms in the system were then optimized at a range
of donor–acceptor distances (DADs) and Zn-O bond lengths.
The optimized geometries for the heavy atom skeleton were then
frozen and the hybridizations of the donor and acceptor carbons
were parameterized by altering the out-of-plane bend (θ) of the 2°
hydrogens (Fig. 1). This parameterization was necessary to give a
degenerate double-well potential (ΔED-A ¼ 0) in accordance
with Marcus-like models of hydrogen tunneling. Each combina-
tion of DAD and Zn-O bond length has an ensemble of structures
withΔED-A ¼ 0, so the minimum energy point along theΔED-A ¼
0 surface was taken as the weighted average of the full ensemble
of TRS structures. KIEs were calculated at that point for each
combination of DAD and Zn-O bond length and compared with
experiment to find the best fit.

Calculations of 2° KIEs. To calculate 2° KIEs, we approximated the
position of the delocalized hydrogen as a simple linear combina-
tion of donor and acceptor positions (Fig. 4):

ΨTRS ≈
1ffiffiffi
2

p Ψd þ
1ffiffiffi
2

p Ψa; [S2]

where ΨTRS represents the overall wave function of the TRS, and
Ψd and Ψa represent the wave functions when the hydride is
localized in the donor well and acceptor well, respectively. Thus,
KIEs were calculated for both the donor (kHa∕kTd) and acceptor
(kHa∕kTa) states according to the Bigeleisen equation (25):
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Here β is 1∕kBT, h is Planck’s constant, and ν represents the
vibrational frequencies of the isotopically labeled molecules at
the ground state (νH and νT) and the donor (ν‡Hd and ν‡Td) and
acceptor (ν‡Ha and ν‡Ta) states that compose the TRS. The leading
terms of these equations (κ, MMI, and EXC) represent isotopic
differences in transmission coefficient, mass moment of inertia,
and vibrationally excited populations, respectively. These terms
do not make significant contributions to 2° KIE, so the overall
KIE reduces to
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The program ISOEFF07 (26) was used to calculate KIEs based
on vibrational frequencies from Gaussian (uniformly scaled
by 0.95 following the correction suggested by Rucker and
Klinman (17)).

Calculations of 1° KIEs. 1° KIEs were estimated assuming that the
reaction is vibrationally adiabatic and that the principal sources
of the KIE are the change in the C-H(D) stretch vibrational en-
ergy (Ev) as the system evolves from the ground state to the TRS
and the difference in electronic energy (Ee) between the TRS for
H and for D transfer. The 1D PES for the C-H stretch was cal-
culated at the ground state and the TRS for both forward and
reverse reactions using a larger basis set (B3LYP∕6-31þG�)
to obtain more realistic results near the barrier of the double-well
potential at the TRS. Single point energies for 20–25 different
positions of the hydrogen were fit (least-squares) to a quartic
function at the TRS. For the ground states, initial fits to a
Morse-type potential gave noticeable deviations from the calcu-
lated points, but an 8th-order polynomial approximation gave a
very good fit for the region near the minimum of the PES.

The vibrational zero point energy for each PES was deter-
mined numerically by finding upper and lower limits on the
energy for which solutions to the Schrödinger equation were con-
vergent. By iteratively narrowing those limits, the eigenvalues of
the Hamiltonian could be determined to any precision desired.
Using these vibrational energies and their associated electronic
energies, KIEs were estimated as

kH
kD

¼
Exp

h
−β

�
HΔE‡

e þ HΔE‡
v

�i

Exp
h
−β

�
DΔE‡

e þ DΔE‡
v

�i ; [S6]

where iΔE‡
e is the electronic activation energy for isotope i and

iΔE‡
v is the vibrational activation energy for isotope i.

The time (t) required for all of the probability density of the
hydride to pass through the barrier at the TRS was calculated
according to (27)

t ¼ ℏ
2ΔEsplit

; [S7]

where ΔEsplit is the tunneling splitting (the energy difference be-
tween the ground- and first-excited vibrational states of the tun-
neling particle). ΔEsplit was calculated by the method described
above for determining eigenvalues of the Hamiltonian at
the TRS.

Experimental results. Competitive H/T and D/T 2° KIE measure-
ments for the reduction of benzaldehyde by NADH and NADD,
respectively, are displayed in Fig. S2. The fact that the measured
KIEs are invariant over a large range of fractional conversions
indicates that the results are reliable. Importantly, the value mea-
sured for the H/T KIE (1.05� :01) is within the error reported in
a previous measurement of this KIE (7) but is more precise and
shows definitively that the KIE is normal (>1), despite the inverse
(<1) EIE measured for this reaction. The D/T KIE with D trans-
fer (1.01� :02) is within error of unity, though, and the mixed-
labeling Swain–Schaad exponent (mSSE) measured for this reac-
tion (4.9� 2.0) is within error of the semiclassical value of 3.3.
Deviations from the semiclassical mSSE in the forward reaction
have served as strong evidence for tunneling in yADH (1), but the
large errors associated with the small KIEs in the reverse direc-
tion prevent such a conclusion from these data.

Nonetheless, the mere fact that the H/T KIE is normal, despite
the inverse EIE, provides strong evidence that tunneling and
coupled motion play an important role in the reaction. 2° KIEs
outside the range of the 2° EIE to unity are rare, but not unpre-
cedented, especially in enzymatic reactions, and are generally in-
terpreted as evidence for tunneling and coupled motion, without
giving significantly deeper analysis (28–31). Other anomalies in 2°
KIE measurements in ADH, especially inflated mSSEs, have re-
ceived a great deal of theoretical treatment (15, 17, 24, 32, 33),
but these models have typically failed to address the abnormal
KIEs on the nicotinamide cofactor or predicted the previously
unavailable KIE reported here. The implications of such KIEs
for TRS structure are described in the main text.

Additional discussion regarding ligation to the catalytic zinc. Some of
the most striking features apparent from the optimized ground
states (Fig. S1) are the changes around the catalytic Zn between
reactants and products. The Zn-O bond lengths were constrained
during the optimizations to reflect the crystal structure of yADH
with trifluoroethanol (PDB ID code 2HCY) and a structure of
hlADH with cyclohexyl formamide (PDB ID code 1LDY).
The latter structure, which is meant to serve as an analog for
the aldehyde, has a Zn-O bond length of 2.3 Å and reflects
the trigonal pyramidal geometry around the Zn observed in
our optimized aldehyde ground state. The situation in the
yADH/trifluoroethanol structure is somewhat more complicated.
Although the enzyme is a homotetramer, two of the subunits did
not crystallize with a cofactor and exhibit alternative ligation to
the catalytic Zn. The two subunits that bound both substrates
have a Zn-O bond length of 1.8 Å, which is the value used to
constrain the alkoxide ground state in our calculations.

Notably, the changes in ligation around the Zn at the TRS
were vital to replicating the KIEs in our model. We explored
the whole range of values for the Zn-O bond length between
1.8–2.3 Å and found the best fit to experimental KIEs near
the upper limit, at 2.25 Å. In contrast to our findings of an early
TRS in terms of H-donor and H-acceptor hybridizations, this va-
lue represents a late TRS for the chemistry around the Zn. We
hope to experimentally test this aspect of the model using freeze-
quench X-ray absorption spectroscopy, which can measure
changes in ligation around the Zn during the reaction with in-
credible spatial and temporal resolution (34).
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Fig. S1. Optimized reactant and product ground states of the substrate and cofactor showing all heavy atoms and hydrogens of particular interest.
(A) Benzaldehyde. (B) Benzyl alkoxide. (C) NADþ. (D) NADH.

Roston and Kohen www.pnas.org/cgi/doi/10.1073/pnas.1000931107 3 of 4

http://www.pnas.org/cgi/doi/10.1073/pnas.1000931107


Fig. S2. Measured 2° KIEs for the reduction of benzaldehyde as a function of fractional conversion to products. (A) H/Twith H transfer. (B) D/Twith D transfer.
Each data point indicates a single time point during one of two independent reactions (per labeling scheme). The solid line indicates the average value, and the
dashed lines are (1σ) above and below the average.
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