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1 Upward-Downward Algorithm

We consider the motif score as a random variable evolving according to the
Brownian motion process along the branches of a phylogenetic tree. Using
the Markov assumption, we can apply the upward-downward algorithm to
efficiently compute the conditional distribution at unobserved node (internal
nodes of the tree) given the observed values [?]. The upward-downward
algorithm is analogous to the forward-backward algorithm associated with
probability calculations of Hidden Markov Models [?]. In this section we
describe the general notations for upward-downward algorithm as described
in [?].

• Xi : random variable representing trait (observation) at node i

• xi : value of trait (observation) at node i

• C(i) : children of node i

• π(i) : parent of node i

• T (i) : subtree rooted at node i

• ti: branch length between node i and its immediate parent

• O1: all observed traits in the tree

• Oi = {xn|n ∈ T (i) and C(n) = 0} : all observed traits in subtree
rooted at node i

• Oi\j = {xn|n ∈ T (i) and n /∈ T (j) and C(n) = 0} : all observed traits
in subtree rooted at node i but not at node j

• δm,xi
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1.1 General Algorithm

To get the probavility distribution of an unobserved node, we first need to
calculate the upward and downward probabilities. Next, we explain how to
compute these two probabilities and then how to combine them to get the
required distribution.

1.1.1 Generalized Upward Step

The upward probability of a node is defined as the probability of a subtree
rooted at that node for any of its given observed value. For simplicity, we
use the following notations:

• βi(m) = Pr(Oi|Xi = m)

• βi,π(i)(m) = Pr(Oi|Xπ(i) = m)

• βπ(i)\i(m) = Pr(Oπ(i)\i|Xπ(i) = m)

By initializing the values of βi(m) = δm,xi at the observed leaf nodes, we
can work up the tree for each node π(i) at the next level to calculate the
values of interest as following:

1. βi,π(i)(m) =


Pr(m → xi|ti)βi(xi) if C(i) = 0,∑
m′

Pr(m → m′|ti)βi(m′) otherwise,

where Pr(m → m′|ti) is the probability of value m′ evolves to m
in time ti and will be explained later according to Brownian motion
process.

2. βπ(i)(m) =
∏

j∈C(π(i))

βj,π(i)(m)

3. βπ(i)\i(m) = βπ(i)(m)

βi,π(i)(m) = βi′,π(i)(m), where i′ is sibling of i

1.1.2 Generalized Downward Step

The downward probability of a node is defined as the the probability of the
observations outside the subtree rooted at the node for each possible value
of the subtree root. For simpilicity, we use the following notation:
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• αi(m) = Pr(Xi = m,O1\i)

By initializing the root of the phylogenetic tree with a prior probability dis-
tribution, α1(m) = Pr(X1 = m) = Prior , we can work down the tree to
calculate the value of αi(m) for all nodes in the next level of the tree as
following:

• αi(m) =
∑
m′

απ(i)(m
′) Pr(m′ → m|ti)βπ(i)\i(m

′)

where Pr(m → m′|ti) is the probability of value m′ evolves to m
in time ti and will be explained later according to Brownian motion
process.

1.1.3 Marginals

Once the upward and the downward calculations are completed, we can
compute the joint probabilities of all observations and values of each node
as follow:

Pr(Xi = m,O1) = αi(m)βi(m)

Finally, we calculate the conditional probability of the values at each node
given the observations at all of the leaves.

Pr(Xi = m|O1) =
αi(m)βi(m)∑

m′

αi(m′)βi(m′)

1.2 Brownian Algorithm

By modeling the evolution of the random variable with Brownian motion,
we can directly and simply compute and represent the continuous distribu-
tions at each node in the phylogenetic tree. We introduce a new variable,
σ2

bm, the variance in displacement per unit time for the Brownian motion
process. A distribution of a random variable x subject to Brownian motion,
with mean µ, and variance σ2 (represented with the notation N(x, µ, σ2),
have the Gaussian probability distribution function:

f(x) =
1√

2πσ2
exp

−(x−µ)2

2σ2

3



1.2.1 Product of Two Gaussians

An important identity in the upward-downward calculations is that the prod-
uct of two Gaussian distributions is Gaussian. In our notation:

• N(x;µ1, σ
2
1)N(x;µ2, σ

2
2) = N(µ1;µ2, σ

2
1 + σ2

2)N(x;µ, σ2)

where σ2 = 1
1

σ2
1
+ 1

σ2
2

and µ = σ2
(

µ1

σ2
1

+ µ2

σ2
2

)

1.2.2 Brownian Upward Step

For the initialization of the upward step, we will still represent the distribu-
tion at each leaf l with:
Initialization step:
βl(m) = δm,xl

The three distributions of interest are iteratively calculated for node.
Iteration step:

1. At the leaf l:
βl,π(l)(m) ∼ N(m,xl, σ

2
bmtl)

At other internal (unobserved traits) nodes in the phylogenetic tree, i:

βi,π(i)(m) =
∫

m′
N(m′;m,σ2

bmti)βi(m′)dm′

Let βi(m′) = ciN(m′;µi, σ
2
i ), then

βi,π(i)(m) = ci

∫
m′

N(m′;m,σ2
bmti)N(m′;µi, σ

2
i )dm′

= ci

∫
m′

N(m;µi, σ
2
bmti + σ2

i )N(m′;µn, σ2
n)dm′

where σ2
n = 1

1

σ2
bm

ti
+ 1

σ2
i

and µn = σ2
n

(
m

σ2
bmti

+ µi

σ2
i

)
.

Therefore,

βi,π(i)(m) = ciN(m;µi, σ2
bmti + σ2

i )
∫

m′
N(m′;µn, σ2

n)dm′︸ ︷︷ ︸
=1

= ciN(m;µi, σ
2
bmti + σ2

i )
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2. βπ(i)(m) = βi,π(i)(m)βi′,π(i′)(m), where i′ is the sibling of i.

Let βi,π(i)(m) ∼ ciN(m;µi, σ
2
i ) and

βi′,π(i′)(m) ∼ ci′N(m;µi′ , σ
2
i′), then

βπ(i)(m) = cici′N(m;µi, σ
2
i )N(m;µi′ , σ

2
i′)

= cici′N(µi;µi′ , σ
2
i + σ2

i )N(m;µn, σ2
n)

where σ2
n = 1

1

σ2
i

+ 1

σ2
i′

and µn = σ2
n

(
µi

σ2
i

+ µi′
σ2

i′

)
.

3. βπ(i)\i(m) = βi,π(i)(m), where i′ is the sibling of i.

1.2.3 Brownian Downward Step

The downward probabilities of the root of the tree are initialized to a uni-
form prior probability distribution ∼ U [0, 20].
Initialization step:
α1(m) = Pr(X1 = m) ∼ U [0, 20]

For all internal nodes, i:
Iteration step:

αi(m) =
∫

m′
απ(i)(m

′)βπ(i)\i(m
′)N(m;m′, σ2

bmti)dm′

Let απ(i)(m′) = c1N(m′;µ1, σ
2
1), and

let βπ(i)\i(m′) = c2N(m′;µ2, σ
2
2), then

αi(m) = c1c2

∫
m′

N(m′;µ1, σ
2
1)N(m′;µ2, σ

2
2)N(m;m′, σ2

bmti)dm′

= c1c2c3

∫
m′

N(m′;µn, σn
2 )N(m;m′, σ2

bmti)dm′

where σ2
n = 1

1

σ2
1
+ 1

σ2
2

, µn = σ2
n

(
µ1

σ2
1

+ µ2

σ2
2

)
, and and c3 = N(µ1;µ2, σ

2
1 + σ2

2).
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Therefore,

αi(m) = c1c2c3

∫
m′

N(m;µn, σn
2 + σ2

bmti)N(m′;µn′ , σ
2
n′)dm′

= c1c2c3N(m;µn, σn
2 + σ2

bmti)
∫

m′
N(m′;µn′ , σ

2
n′)dm′︸ ︷︷ ︸

=1

= c1c2c3N(m;µn, σn
2 + σ2

bmti)

1.2.4 Marginals and Conditional Expectation

After the completion of the upward-downward algorithm, we calculate the
joint probabilities of all observations and values of each node, i.
Pr(Xi = m,O1) = αi(m)βi(m)

Let αi(m) = c1N(m;µ1, σ
2
1), and

let βi(m) = c2N(m;µ2, σ
2
2), then

Pr(Xi = m,O1) = c1c2N(m;µ1, σ
2
1)N(m;µ2, σ

2
2)

= c1c2N(µ1;µ2, σ
2
1 + σ2

1)N(m;µn, σ2
n)

where σ2
n = 1

1

σ2
1
+ 1

σ2
2

and µn = σ2
n

(
µ1

σ2
1

+ µ2

σ2
2

)
We compute the conditional probability of the values at each node given the
observations at all of the leaves as:

Pr(Xi = m|O1) =
αi(m)βi(m)∫

m′
αi(m′)βi(m′)dm′

=
c1c2N(µ1;µ2, σ

2
1 + σ2

1)N(m;µn, σ2
n)

c1c2N(µ1;µ2, σ2
1 + σ2

1)
∫

m′
N(m;µn, σ2

n)dm′

=
N(m;µn, σ2

n)∫
m′

N(m;µn, σ2
n)dm′

Therefore, the expected value E(Xi|O1) of this conditional probability is µn.
The expected value of each branch between node i and π(i) in the tree, is
defined as:
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• 1
2 [E(Xi|O1) + E(Xπ(i)|O1)].

The temporal average of the entire phylogenetic tree is calculated as the
sum of the expected values of each branch weighted by its branch length.

Temporal Average =
∑

i∈T (1)
ti
2 [E(Xi|O1) + E(Xπ(i)|O1)]
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